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CHAPTER I

INTRODUCTION

In the 71 years since superconductivity was discovered, its

equilibrium properties have come to be well understood and researchhas

gradually moved on to the study of its nonequilibrium properties.

Because superconductivity occurs at low temperatures, it has relatively

long relaxation times which lead to a wide variety of nonequilibrium

properties that are fairly easily observed. Many kinds of experiments

have been done to probe nonequilibrium superconductivity. For example,

Clarke (1972) used double tunnel junctions, Skocpol, Beasley and Tinkham

(1974) and Dolan and Jackel (1977) studied phase slip centers and Peters

and Meissner (1973) explored the high frequency impedance of long thin

strips. Smith, Skocpol and Tinkham (1980) among others tested laser

illuminated tunnel junctions, and Chi, et al. (1981) observed the

transient response of superconducting films subjected to picosecond

laser pulses. Dynamic experiments, such as this last one, are

interesting in that they probe beyond the steady state properties.

The dynamic experiment reported in this work involves observing the

response of a superconducting strip to a current pulse. A block diagram

of the experiment is shown in Figure 1-1. it consists of three basic

parts: a current-pulse generator, a suoerconducting strip, or

microbridge as it is often called, and a high-speed voltage measuring

I
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device. As indicated in the figure, we are concerned only with the

rising edge of the pulse in this experiment. The superconductor starts

out in the equilibrium state, with no current flowing through it.

Suddenly, in as short a time as possible, the current through the strip

is increased from zero to I If the height of this current step is

less than the critical current of the microbridge, the strip will remain

superconducting, and therefore after an initial transient, such as is

indicated in the figure, there will be no observable voltage. If,

however, the height of the current step exceeds the critical current,

then, after some period of time, the strip must reach the voltage level

which it would show at that current level in its DC I-V curve. The

primary goal of this experiment is to observe in the time domain how

this superconducting-to-normal transition occurs.

In order to simplify the physics involved, the strip which is used

needs to be effectively one-dimensional. This is required so that it

will be possible to compare the predictions of the various theories of

nonequilibrium superconductivity for this particular problem with the

actual results of the experiments. Ginzburg-Landau theory shows that

the strip can be treated as essentially one-dimensional when both its

thickness and its width are less than or at most equal to tGL(T), the

temperature-dependent superconducting coherence length (typically of

order 1-2un). The fabrication techniques that were developed to

accomplish this are included in Chapter 2.

In Figure 1-1, the pulse generator and voltage detector are shown

as being simply connected to the sample by wires. in reality, of

course, these must be either very short, or else they must be
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transmission lines, so that high frequency signals will not be lost.

Furthermore, the strip must be located in a cryogenic environment. This

means that either the pulse generator and/or detector must also be in

the cryogenic environment with the microbridge or that transmission

lines must be used to bring the signal in and/or out of the cryostat.

In the work reported here, two rather different approaches were used.

In experiments at Harvard the pulse generator and detector were located

outside the cryostat and a pair of four foot long 50n coaxial

transmission lines were used in the cryostat to get the signal in and

out. The details of these experiments are reported in Chapter 2. A

separate series of experiments was done in a collaboration with IBM.

In these the pulse generator and detector were located in the liquid

helium along with the strip. They were both on the same 1/4" square

silicon substrate. The microbridge was then added to the chip by

projection photolithography. The details of this experiment are

explained in Chapter 3.

The first measurements of the time required to drive a

superconductor normal by application of current in excess of the

critical current were made in the early 1960's (Gittleman and Bozowski

1964, Hagedorn 1964). At that time people were interested in the

switching speed of such films because of their potential use as computer

elements called cryotrons. Gittleman and Bozowski published fairly

extensive data about tin and indium strips. Unfortunately their strips

were somewhat too wide to be clearly one-dimensional and they only

considered temperatures well below Tc; hence direct comparison of their

data with our one-dimensional theoretical predictions is rather



questionable. As a result, we have found it necessary to repeat their

experiments (greatly aided by improvements in technology).

A variety of other time-domain measurements have also been done.

Schmidlin, et al. (1960) worked on wider strips and were able to explain

their results in terms of the growth of large thermal hot spots. In

more recent experiments, Chi, et al. (1981) have directed picosecond

laser pulses onto tunnel junctions and observed the resulting

time-dependent quasi-particle population by studying the changes in the

tunnel junction I-V curve. In an experiment that does not depend

significantly on nonequilibrium, Faris and Pedersen (1981) used their

superconducting sampling circuit to observe the switching time of a

two-junction SQUID. This is the same sampling circuit that was used in

our collaborative effort with IBM.

The present work was most directly motivated by the recent

experiment of Pals and Wolter (1979). They observed a delay time

between the rising edge of a current pulse through their superconducting

aluminum strips and the onset of voltage along the strip. Their example

of this is shown in Figure 1-2(a). They found that this delay time

depended on the ratio of the height of their current pulse, I., to the

critical current of the strip, Ic, as shown in Figure 1-2(b). Note that

the delay time diverges as Ip/Ic -. 0 and decreases to rather small

values as Ip/Ic increases. These qualitative features are the same as

those seen in our experiments on different materials, as will be shown

in Chapter 5.



m6

I

(a) t

It r

V

I I , I I

0 100 200 ns

200

100 %

td X X o

X 0

20

10

1.0 1.1 1.2 1.3 1.4 15 1.6 1.7 1.8 1.9 2.0

I/ Ic ----01

Figure 1-2 An example of the results of this type of
experiment. (a) The current pulse and resulting wavefor,
as a function of time. (b) The measured delay time
versus Iic. (Taken from Pals and Wolter 1979.)



7

There are a variety of time constants that might be invoked to

explain these results. Pals and Wolter initially believed that the

Ginsburg-Landau time, "GL, set the over-all time scale for td. 7GL is

the t ,ne scale which governs changes in the superconducting energy gap,

A, when A is extremely close to zero. Unfortunately the magnitude of

the - that they needed to explain their effect was much larger than the

usually accepted value of _7GL" Using a phenomenological approach

developed from his study of weak links, Tinkham (1981) showed that TA

should be the correct time scale to explain this effect. The time scale

TA governs the rate of changes in the magnitude of A due to

disequilibrium in the quasi-particle population, when A is not extremely

small. Since TA=2 .41 -E( -T/Tc)- 5, where ": is the inelastic

scattering time of electrons at the Fermi surface at Tc, it should be

possible to observe a temperature dependence in this delay time. Later

experiments by Wolter, et al. (1981) and our own experiments have shown

the existence of such a temperature dependence, though somewhat modified

by other effects. In addition, our experiments manifest several other

effects predicted by the detailed theory of Schmid and Schon (Schmid, et

al. 1980) which we have applied to this problem. Our application of

this theory was aided by the work of Geier and Schbn (1982) on this same

subject. Octavio, et al. (1981) and Oppenheim, et al. (1982) have

carried out theoretical analyses of this experiment from the point of

view of the Kramers and Watts-Tobin equations, with a special emohasis

on the effects of finite length strips. Our own theoretical analyses

and computations are discussed in Chapter 4.
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The superconductors we have used in our experiments, "dirty"

aluminum and indium, were chosen because of their anticipated delay

times. Since the delay time depends on -E, and -E is known to decrease

with increasing T. of the material, and since the bandwidth of our

equipment at Harvard was initially limited to 200 MHz, we chose the

lowest Tc material we could conveniently test, which was "dirty"

aluminum. Clean aluminum has a rE of -12 nsec (Chi and Clarke 1979),

but its Tc is about 1.2 K which was too cold for us to measure.

ccHowever, whnen oxygen impurities are added to make it "dirty", its T c can

become as high as 2.0 K. We tested strips with Tc s in the range

1.5-1.8 K. When the much higher speed IBM Josephson junction circuits

became a possiblity, we chose to use indium because its delay time was

compatible with the time resolution of the circuits. The results of

these experiments are reported in Chapter 5.

Chapter 6 contains some suggestions for further experiments in the

area of transient nonequilibrium superconductivity, and the seventh

chapter is a summary of the results and conclusions of this work. In

addition there are several appendices containing some of the more

laborious details of this work.



CHAPTER II

EXPERIMENTAL TECHNIQUES--HARVARD EXPERIMENTS

2.1 Introduction

Although conceptually only one type of experiment has been done in

the course of this work, the measurements were made using two rather

different techniques. For this reason, the techniques used with the

superconducting circuitry in collaboration with IBM will be described

separately in the next chapter. This chapter will deal only with the

experimental details of the work done at Harvard using, for the most

part, conventional room-temperature electronics.

The first step in doing this experiment was to fabricate

appropriate samples. The clean room that was set up and the

photolithographic techniques that were developed for this purpose are

described in Section 2.

The experimental techniques that were used gradually evolved in the

course of the research. Section 3 describes the earlier experiments,

which were mostly on "dirty" aluminum and were limited by a simple

hcmemade pulse generator with a 4-5 nsec rise-time. Eventually a much

more sophisticated pulse generator was built and more experiments were

performed. The details of this more recent experimental setup are

discussed in Section 4.

9



10

2.2 Sample Fabrication Techniques

2.2.1 Sample Size Considerations

In order to be useful for comparisons with theory, the

superconducting strips used must be effectively one-dimensional. This

condition is satisfied only if d and w < GL(T), where d is the

thickness of the strip and w is its width. According to theory,

GL (T T ) (2-1),'1.33+ I 0 c

where o is the BCS coherence length, i is the electron mean free path

and t=T/Tc. For "dirty" aluminum of the sort we want to use, t is -.40A

and co=l. 6um which gives GL(i-L=.O1)=.68um. For our indium, which is

relatively clean, x is -.2500A and 0 =.364pm which gives r GL(1 -=. 01)=

1.874m. Since the thickness is controlled by the amount of metal that

is evaporated, it can easily be kept within these criteria. The width,

however, will be determined by photolithography. Using the facilities

we have acquired, we can make strips with uniform widths in the 1-2um

range. Such widths should give satisfactory results for indium as long

as the temperature is within a few percent of Tc, which is usually the

regime of greatest interest.

* This value is suggested by Beasley and Orlando (Donnelly 1982); their
source is unknown. Other literature values range from .20um (Guyon, et
al. 1967) to .44um (Lindelof and Hansen 1977).



Unfortunately, strips with widths on the order of .6urm, as needed

for aluminum, can only be made with techniques that are unavailable to

us. As a result, we have had to settle for a less stringent criterion

for the aluminum strips, namely that w< 1i . According to the work of

Skocpol (1976) this should result in current density variations of less

than %15% across the width of the strip. For our "dirty" aluminum we
1. 2

expect xi=2 eff/d, where Xeff(1-t=.01)=6um. Thus, we can clearly make

"dirty" aluminum microbridges with uniform current densities, but their

onc-dimensionality with regard to gap variation will always be in doubt.

As a result, we place more emphasis on our measurements on indium.

The photolithographic techniques used to achieve these sizes are

discussed in the next subsection.

2.2.2 Photolithography

Photolithography is a very useful tool for ,microfabrication which

has been developed by the semiconductor industry for making integrated

circuits. In general terms the procedure is as follows. The first step

is to put a photosensitive layer (called "photoresist" or simply

"resist") onto the substrate one plans to use. This is exposed to light

in a desired pattern as shown in Figure 2-1(a). It is then developed,

resulting in the removal of part of the layer (Figure 2-1(b)). The

exposed part is removed if it is a positive resist (as in the Figure),

and the unexposed part if it is a negative resist. The remaining layer

is usually ised in one of two ways. One can etch away the material that

is no longer covered by photoresist, as in 2-1(c). Then, after the
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I \Photoresist

() \\ \ Metal

Substrate

Etch Lift -of f\7 77)'7))??)

(C) (e)

/1'!

Figure 2-1 Illustration of the basic processes involved n
photolithography. (a) The photoresist is exposed to a
pattern resulting in (b) after it is developed. : I:)
the metal beneath the photoresist has been etched away,
leaving (d) as the final result. Using lift-off
processing, (e) shows a metal film evaporated on top of
(b). (f) is the final result after the photoresist ard
unwanted metal are removed.
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unexposed photoresist is removed, the etched pattern remains (2-1(d)).

Alternatively, one can deposit a layer of material on top of the

patterned photoresist (2-1(e)) and then, when the unexposed photoresist

is removed, it lifts away the material that was deposited on top of it

(2-1(f)).

Some of the details of the specific processes we have used are

described below. First, we cut the desired size of substrate from an

ordinary 1mm thick glass microscope slide. We usually used 1" x 1" or

I" x 1/4" substrates. Then the substrates were cleaned by soaking them

in acetone to remove grease, which would prevent metal from sticking to

the substrate later, during the evaporation. Sometimes

trichloroethylene was also used if the substrates needed to be

particularly clean. We used Shipley AZ1350J positive photoresist for

most of our fabrication.* The substrate was placed on a vacuum chuck in

a photoresist spinner. Several drops of photoresist were applied while

the substrate was stationary. Then vacuum was applied to the chuck to

hold the substrate down while it was spun at 3-6K RPM for .35 seconds.

This produced a uniform photosensitive film about 1.54m thick. Next,

the substrate was baked at 800C for 20-30 minutes to harden the resist.

It was then ready for exposure to a pattern.

Shipley photoresist is made by Shipley Company, Inc. in Newton,
Massachusetts. The AZ resists consist of polymerized Novalak resins
with naphthoquinone diazides serving as sensitizers. When exposed to
ultraviolet light, the diazides photochemically transfer energy to the
polymer, changing it and making it soluble in the developer. Since the
developer is only able to dissolve exposed resist, only the areas that
were illuminated are removed. (Glang and Gregor 1970)
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We used lift-off to make all of the samples tested. One subtlety

in the use of lift-off is that if the banks on the photoresist are not

completely vertical, the evaporated metal will also stick to them,

forming a bridge between the top of the photoresist and the substrate.

Then, when lift-off is attempted, it will be unsuccessful or will leave

jagged edges. To avoid this, one needs vertical, or, better yet,

undercut banks. Initially we used the two layer photoresist technique

of Dunkleberger (1978) to obtain an undercut. Later the simpler

chlorobenzene technique of Canavello, et al. (1977) became known and we

have used it since then. In this technique the baked photoresist is

soaked in chlorobenzene for %8 minutes before exposure. This seems to

toughen its surface and results in an undercut bank.

A variety of methods were tried to create the necessary pattern

size in the photoresist, two of which produced useful results. In the

first method, the pattern is made solely by contact printing. The

second method uses contact printing only for the large pads through

which electrical contact is made to the outside world, and uses a

projection technique to create the narrow strips. These two methods are

described in more detail below.

2.2.3 Contact Printing

Contact printing involves placing a high contrast mask in direct

contact with the layer of photoresist. Ultraviolet light is then shone

through the transparent portions of the mask to expose the photoresist.

Hence, the features of the mask must be exactly the same size as the
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desired final features of the developed photoresist layer. The mask

that we used was invented by Prof. Skocpol; a picture of it is shown

in Figure 2-2(a). It consists of a strip of metal 250um wide, across

the width of which various slits have been made using a diamond knife.

The widths of the slits vary from .1 to %.6um, depending on the exact

angle and pressure of the diamond knife. Since these parameters could

not be well controlled, a large number of slits were made so that,

statistically, at least a few would turn out well.

This mask was pressed against a layer of photoresist on a clean

glass substrate and ultraviolet light was shone through it to expose the

photoresist. Next, the photoresist was developed in diluted developer

(3 or 5 parts water, I part developer). At this point in the process

the photoresist was gone from the areas where we wanted the metal film

to be, as in Figure 2-1(b). The substrate with its photoresist pattern

was then placed in a vacuum evaporator and "dirty" aluminum was

thermally evaporated onto it from an electrically heated boat. The

aluminum was made dirty by evaporating from an alumina-coated boat at
0

%10A/sec at an oxygen pressure of 55utorr. The sample was then soaked

in acetone to dissolve the unexposed photoresist and to lift off the

unwanted metal.

An example of the result of this process is shown in Figure 2-2(b).

Naturally, since the mask had many slits, the substrate ended up with

many microbridges on it. The next step was to use a microscope to

inspect each strip on a given substrate. The best one was cnosen, and a

diamond knife was used to carefully break all of the other bridges.

Notice that in 2-2(b) all but one of the bridges have been cut.



J'(a)

Figure 2-2 (a) C0fltact printing mask and (b) resultingmlicrobridges. All but one of the bridges has been cutusing a diamond knife.
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2.2.4 Projection Photolithography

Projection photolithography involves patterning the photoresist by

means of a projected image of a high contrast mask. in our work, the

image is a demagnification of a larger mask. In this way we can make

1-2vm wide strips with uniform widths from larger strips, whose

dimensions are easier to control. We accomplish this demagnification by

projecting the mask down through a metallurgical microscope onto the

substrate. This technique was first used by Palmer and Decker (1973).

A diagram of this arrangement is shown in Figure 2-3.

The photoresist-coated substrate is first brought into focus as

viewed through the eyepieces. The mask is then positioned s that %

is in another of the focal planes of the substrate, availabie through

the illuminator or one of the other ports of the microscope. When the

light of the illuminator is directed through the positioned mask, both

the substrate and the image of the mask appear in focus to the viewer.

While the mask and substrate are being lined up, a red filter is used to

block the ultraviolet and prevent exposure of the photoresist. When

everything is in focus and the substrate has been rotated and/or

translated so that the mask pattern appears in the desired location, the

red filtL- is removed and the photoresist is exposed for a fixed amount

of time. More information will be given about our specific setup in the

next subsection.

The exact time of exposure of the photoresist is quite important.

Underexposure by %.100 can result in inccmplete renoval of the
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photoresist during development. Overexposure by .20 can result in

observably wider lines. Since the exact time required depends on

substrate reflectivity, photoresist thickness, temperature, illuminator

setting, developer concentration, and duration of the developing, best

results are obtained by running a set of test exposures first on an

identical, but spare, substrate, subject to the same conditions as will

be used on the real thing. After the test substrate is developed and

inspected, the exposure time that gave the best test result can be used

to make the desired sample.

All of our indium samples have been made by projection

photolithography used in conjunction with contact printing. The contact

printing was used to define the larger areas where contact to the

coaxial cables would be made. After the contact print exposure, the

photoresist was developed so that the pattern could be viewed in the

microscope. Then projection was used to define the microbridge in the

appropiate place. The sample was again developed to remove the newly

exposed photoresist. (This second developing of the same photoresist

does not change the first pattern since all of its exposed photoresist

was removed the first time.)

Next, the substrate and its composite-patterned photoresist layer

were attached to a cold stage in a vacuum evaporator. They were cooled

by liquid nitrogen to 77 K before the indium was evaporated from a

molybdenum boat at 10-20A/sec with the pressure in the 10' range.

Fortunately, the cooling did not cause any problem with the photoresist,

since evaporation onto room temperature substrates was found to result

in such lumpy films that the microbridges were discontinuous. An
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example of an indi um bridge fabricated by this procedure is shown in

Figure 2-4.

2.2.5 Fabrication Facilities

To do the photolithography we have described, we purchased and set

up a variety of equipment with the help of the entire superconductivity

group at Harvard. We were also aided by visits to Massachusetts

Institute of Technology's Lincoln Laboratories and by a course on

mi crofabrication.

Contact printing requires a dust-free environment because dust

prevents good optical contact between the mask and the photoresist. (If

they are separated by more than a few wavelengths of light, diffraction

fringes cause improper line widths.) Two laminar flow hoods were

obtained and a clean room was set up in order to achieve the necessary

reduction in airborne dust. The two flow hoods have 99.99+% efficient

HEPA (High Efficiency Particulate Air) filters and, if properly

maintained, meet or exceed the requirements of Class 100 (Federal

Standard 209A). According to specifications, the particle count does

not exceed 100 particles 0.3wm or larger per cubic foot. Laminar flow

means that there is a uniform (laminar) flow of air through the entire

work space. This is important because is prevents dust from entering

the air flow by way of turbulence.

One of the hoods is a horizontal laminar flow hood (air flcws out

of the back toward the user) in which the contact printing and (after
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Figure 2-4 Indiumi microbridge made by projection
photolithography. The mask used to make this 5O0am long
bridge was made by IBM.
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the microscope was bought) the projection photolithography are done.

The other hood is a vertical laminar flow hood. The working surface is

perforated stainless steel and the air flows down out of the top,

through the working surface, and is partly recirculated, partly

exhausted out of the building. The photoresist spinner was mounted in

the center of the vertical flow hood and a small hotplate oven was

placed in one corner. The various chemicals that were needed were also

placed in it. Thus configured, all photoresist processing except

exposure is done in the vertical hood. Exposure of the resist is done

in the horizontal hood, which is positioned next to the vertical hood.

This can be seen in Figure 2-5, which shows the present layout of the

room.

As indicated in the Figure, these hoods were placed in the same

room as the vacuum evaporator. The room was converted to a medium

quality clean room by upgrading the filter on the air-conditioner to one

that was 60% efficient and by running the flow hoods whenever using

photoresist. Since both the fume hood and the vertical laminar flow

hood exhaust air out of the room, filters were used on the large vent in

the door where most of the air is drawn into the room. The mechanical

pump for the evaporator was removed to the next room, as it seemed to be

a source of considerable filth. Ports were made through the wall so

that gas cylinders and liquid nitrogen need not be brought into the

room.

Since photoresist is expcsed by blue and ultra-violet light, the

flourescent bulbs and all other lights in the room were covered with

yellow plastic sleeves. Furthermiore, the lower halves of the wtndows
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were filtered with yellow plastic sheeting and the upper halves were

covered with aluminum foil to block out the light altogether. To keep

grease off of samples and hence enhance reliability, everyone wears

disposable plastic gloves when they work in the hoods. Smoking and

entry by unauthorized personnel were prohibited by a large sign on the

door of the room.

Initially, an old Reichert MeF2 microscope was used for the

projection photolithography. When money became available, we purchased

a Zeiss Universal metallurgical microscope and placed it in the

horizontal flow hood as previously mentioned. The microscope has four

objectives (8X, 16X, 40X, SOX) that can be used for both reflection and

transmission illumination. It also has a camera for use in documenting

results.

The important feature of the microscope for use in projection is a

six-position, three-port beam splitter. We attached the camera to one

of the ports and built a projection attachment for one of the other

ports. Figure 2-6 shows a diagram of this attachment. It was designed

so that the mask could be moved back and forth along the z axis by a

single knob, and has several smaller adjustments for the tilt of the

mask. These adjustments make it possible to position the mask exactly

in the image plane of the objective, as was described in the previous

section. The mask is mounted in an easily changed holder on an X-Y

stage so it can be properly positioned in the field of view. There is a

slot where the necessary red filter can easily be slipoed in and out.
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Figure 2-6 Diagram of the projection attachmient for our
microscope. The illuminator is the same one that is used
with the microscope for ordinary illumination. The
z-axis adjustment usas left-handed screw threads on t~e
left and right-handed threads on the right.
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The same lamp is used as for the rest of the microscope; it is

simply removed from its usual place and attached to this projection

apparatus. Two lenses are included to transform the light source into

that which is most appropriate for the optics. The attachment is made

almost entirely of aluminum to reduce the weight and it is anodized

black to reduce reflections.

Very reproducible exposures are provided for by use of a Vincent

Associates electromechanical shutter driven by a crystal controlled

timer. The shutter is spring mounted to reduce vibrations. We designed

the timer specifically for this projection attachment. Using it, the

exposure time can be set to four digit accuracy in each of three ranges:

9.999, 99.99 and 999.9 seconds. It also provides a small amount of

audio feedback to the user while it is running.

2.3 Early Ha-vard Experiments

Our initial experiments at Harvard depended mostly on equipment

that already existed in the laboratory. Figure 2-7(a) shows a block

diagram of the electrical arrangement of these experiments. Tne pairs

of wires shown are 50a coaxial transmission lines; all inputs and

outputs are matched to this impedance. The microbridge is connected

across the transmission line and, hence, is effectively located in the

circuit shown in 2-7(b), where the 50Q resistors represent the source

and termination impedances. This circuit is exactly equivalent to

2-7(c) in which the 25a source resistance is the load line seen by the

microbridge. It results from the :wo :0aI resistors in parallel. This
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23

load line means that the strip is not truly current biased as in the

simple description of the experiment. For low resistance strips, where

RN sample <<2 5a' the difference between this setup and true current

biasing should be negligible. The behavior of high resistance samples

may, however, be modified. In either case our theoretical calculations

take into account the load line.

One of the limiting factors in our early experiments was the pulse

generator that was used. Since there was not a suitable one in the lab,

a simple one was built. A partial schematic diagram of it is shown in

Figure 2-8. It uses ordinary TTL (transistor-transistor logic)

integrated circuits powered by a 5V supply offset from ground. This was

done so that it could put out variable-height negative-going pulses that

would take advantage of the fall time of the open collector output,

which is shorter than its rise time. The resistors on the output of the

TTL driver were chosen so that the source impedance would be 50a during

the pulses. The pulse generator was made to be externally triqgered by

the boxcar integrator, which was used to detect the signal, in order to

eliminate the need for a pretrigger for the boxcar. The trigger input

is completely AC coupled in order to prevent ground loops.

71e output of the pulse generator goes directly into a W and G

Instruments RT-1 continuously variable attenuator that covers the range

-10dB to -70dB. Later measurements with a sampling scope indicated that

its bandwidth was about 4GHz. The comb'n, :on of the relatively coarse

attenuator and the more finely adjustable height from the pulser allowed

us to obtain any pulse height we wanted.
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Figure 2-8 Schematic diagram of the TTL pulse generator used
in the early Harvard experiments. The input is floati*ng
to prevent a ground loop.
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Next the pulse goes through a switching box before entering the

cryostat. The switching/I-V box allowed us to switch from voltage-time

measurements to an I-V mode. In the latter mode we could observe the

I-V curve either on an oscilloscope or on a plotter, and thus determine

the critical current and normal state resistance of the strip. The box

contains the variable-speed current ramp and the instrumentation

amplifier that are used to make the I-V curves.

The pulse then goes into the cryostat. A very simple cryostat was

used, consisting mostly of two 50a semi-rigid stainless steel coaxial

cables that extended nearly to the bottom of the liquid helium dewar.

All experiments were done with the samples directly immersed in the

liquid helium.

The sample was attached to the cables as illustrated in Figure 2-9.

The outer conductors of the cables are attached to the large copper

block which forms the local ground. One of the microbridge contact pads

is pressed against an indium coated protrusion from this copper block to

form the ground contact. The other contact pad is pressed against a

small indium-coated copper block that is soldered to both of the cable

center pins. The pressure is applied by screws between the copper flat

beneath the substrate and the large copper block. Indium is used on the

contacts because when it is smashed under the pressure it forns gooc

electrical connections.

A germanium resistance thermometer is attached to the copper flat

to monitor the temperature independently of the helium pressure. '

heater resistor and a carbon resistor thermcmeter are also located near
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Figure 2-9 Cut-away view of the setup used to connect the
samples to the coaxial cables. The large copper block is
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press the sample against tne small coo.er :ontact oad and
tle ground contact post.
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the sample and are used in conjunction with a feedback system to control

the bath temperature when operating below the lambda point of liquid

helium. This is a standard temperature controller system consisting of

an AC bridge and lock-in amplifier to measure the resistance of the

thermometer resistor and a simple proportional/integrating feedback

circuit to drive the heater resistor. It was found to provide

stabilization to at least ±.5mi for our experiments on dirty aluminum.

For the measurements on indium, the temperature was controlled by

regulating the pressure above the bath.

After the voltage signal comes out of the cryostat and goes through

the switching box, it is amplified by a Hewlett Packard 461A wideband

amplifier. This amplifier has a bandwidth of lkHz-15OMHz and gains of

20dB and 40dB. Its equivalent input noise is 40,,V and it has a

rise-time of %2ns.

This amplified signal was fed into a PAR 160 3oxcar Integrator.

This instrument had a rise-time of about 20ns and hence was the limiting

factor in these experiments. The boxcar was hooked directly to a

plotter and would slowly scan through time, averaging the signal at each

time and recording the voltage waveform. An example of its output for a

"dirty" aluminum microbridge is shown in Figure 2-10(a). This family of

waveforms was taken at fixed T=1.516K by varying the height of the

current pulse, I Note that the delay time varies from 300ns for

Ip /Ic=1.013 to times too snort to resolve at larger ratios. The

analysis of this data is given in Chapter 5.
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Figure 2-10 Examples of voltage waveforms taken on dirty
aluminum. (a) shows waveforms taken at fixed temperature
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Integrator. (b) shows an exgmple of a trace taken
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Some of our high resistance aluminum samples had a signal-to-noise

ratio high enough that we could observe the voltage coming out of the

amplifier directly on a Tektronix 7704A oscilloscope using a 7A24

plugin. Since this combination has a 2ns rise-time, we used this method

to make some of the delay time measurements directly on the oscilloscope

screen. A photograph of a typical trace is shown in Figure 2-10(b).

(The current pulse is negative and, hence, the uninverted voltage

transition is also negative.)

In our initial experiments we did not have access to a sampling

plug-in for our oscilloscope. Later we were able to borrow one from

another research group. This unit, a Tektronix 7S12 Time-Domain

Reflectometer with an S-6 sampling head (30ps rise-time) and an S-53

trigger recognizer head, enabled us to make much higher frequency

measurements and to easily plot the results via some outputs on the

front of the unit. Now that we had this very wide bandwidth voltage

measuring device, the minimum delay time that we could observe was

limited by our pulse generator and by the wide-band amplifier.

2.4 Recent Harvard Exoeriments

In our more recent experiments at Harvard we have greatly increased

our time resolution by making improvements in the limiting aspects of

our previous experiments. We have built a new pulse generating system

using a tunnel diode for the source of the pulse. 'e have improved the

cryostat by use of better coaxial cables and by mounting most of the

circuitry directly on top of the cryostat to shorten the lines. 4e have



35

also obtained a much wider bandwidth amplifier.

The pulse generator system is based on the switching of a tunnel

diode across its negative resistance region. The system is described

only briefly here; a more complete description is given in Appendix A.

The tunnel diode approach was chosen because it is the fastest known way

of creating voltage steps with available semiconductor technology. The

diode we used is in principle capable of making a 45OmV jump in about

22ps. Commercial pulse generators are available that use this

principle, but unfortunately we could not use them because they had

unacceptable baselines.

The pulser we have made has an adjustable baseline, so that, in

particular, we can set the baseline to be zero. Alternately, we can

vary the baseline as a way of effectively varying the pulse height. The

10%-to-90% rise-time of our pulses is about 275ps. This is longer than

we had hoped for, but still represents a substantial improvement over

the old equipment. It self-adjusts the bias current on the tunnel diode

to compensate for any drift. During the pulses it measures, the height

of the source voltage. Between pulses it measures the amount of source

voltage needed to exceed the sample's critical current. Using these

voltages, which are proportional to I and I., respectively, as inputs

for an analog divider, it creates an output voltage eaual to -I

i.e., -1.OV when 1p/Ic:1.0. This is not an accurate determination of

the true Ip/Ic, due to threshold errors in detecting when the critical

current has been exceeded. It can, however, be used to monitor the

current ratio stability or for feeaback to stabilize the current ratio.
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Several improvements were made to the crystat. The old one had

used .085" diameter stainless steel coaxial cable. The new version used

.141" diameter copper-sheathed stainless steel coaxial cable, which has

much better frequency response. Another improvement was that both the

pulse generator and the wideband amplifier were mounted on top of the

crystat. Less than three inches of semi-rigid copper coaxial cable were

required to make the connections between the electronics and the

cryostat cables. Furthermore, SMA connectors (rated to 18GHz) were used

on all of the high frequency connections.

A new sample geometry and a new configuration for connecting to it

were also used. These are shown in Figure 2-11. The sample was mounted

in the vertical plane and the pad areas were made into 50a striplines to

minimize reflections in the transmission lines. Contact was made to the

sample by pressing the indium coated center pins of the coaxial cable

directly against the sample. The pressure was applied through a fairly

thick insulating material so as not to change the electrical

characteristics of the connections.

The new wide-band amplifier that we used was a B and H Electronics

DC-3002AL. Its bandwidth is DC to 3.15GHz and it will put out 4dBm

(1.5mW, 27CmVrms) into 509. its gain is about 22dB, it has a noise

figure of 3.5dB below 1GHz and its rated rise-time is 14(ps. Using this

we can take much better advantage of the bandwidth of our sampling unit.

The only drawback to this amplifier has been that its input impedance is

only about 35a, which results in the reflection of a significant portion

of the signal back to the sample. 'Ae have reduced this effect by adding

a 15a resistor in series with the input. This decreases " e



37

(a) (b)

Coaxial Cable

Ins ula tor

o/ Block

Pad Microbridge Pressed ' Copper
Areas of Indium Flat
sam ple Contacts

Figure 2-11 Scheme used to make contact to the sampoles in the
later Harvard samples. The center conductors of the
coaxial cables are tinned with indium and pressed
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reflections, but degrades some of the high frequency characteristics of

the amplifier.

The indium strips that we have tested have had normal state

resistances of Ia at Tc . The differential resistance per phase slip

center was only %0.1a, however, which means that when Ic is -.1OO1uA, the

voltage associated with each phase slip center is only 10uV. Even

after the %10X wide-band amplifier, this signal is too small to be

resolved with our Tektronix sampling unit. We therefore used a

synchronous technique to observe the signal.

To explain this method, it is easiest to consider first the simpler

circuit shown in Figure 2-12(a). In it a simple feedback loop serves to

stabilize the II c at which one is making a measurement. The circuit

consists of two op amps. The first one forms the difference

V'=2Vref-(-Ip1/Ic)=2Vref+IpI/Ic, where Ip =Istep+Ibaseline. The second

one integrates the difference signal V', increasing or decreasing the

baseline, until V'=O. It then continues to adjust itself so that V'=O,

even if Ic (for example) changes. Thus, it forces lp'/Ic=-ZVref (Vref

is negative).

The synchronous method uses the above principle, except that it has

two feedback paths stabilized to different reference vultages, ind

switches back and forth between the two (Figure 2-12(b)). This has the

effect of switching the pulse height back and forth between two

different values of Ip /Ic. As shown in the Figure, a PAR 124A lock-in

amplifier is used on the output of the sampler to synchronously detect

the voltage changes caused by these Ip'/i/1 changes. :n pract ce, ne ,

, .,,,., ,,,.. mnm... mnw mmnmmn mp
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the two is set such that Ip /Ic<l., in which case the strip remains

superconducting, and the synchronously detected voltage is precisely the

signal voltage we wanted to measure. Figure 2-13 shows some waveforms

that were taken in this way. Notice the excellent voltage sensitivity

for a bandwidth in excess of 1GHz. The ringing is believed to be due to

the amplifier mismatch and appears in this synchronously taken data

because of slight shifts in when the pulse is triggered that occur when

the baseline is shifted. The interpretation of the data in this Figure

and the rest of data will be discussed in Chapter 5.
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CHAPTER III

EXPERIMENTAL TECHNIQUES--IBM EXPERIMENTS

3.1 Introduction

In addition to taking data with the conventional electronics

discussed in the previous chapter, we have also taken data using

superconducting circuitry in a collaboration with A. Davidson and

S. Faris at the IBM Watson Research Center. In this chapter we discuss

the details of these collaborative experiments.

The experiments were done on a superconducting integrated circuit

made by IBM in a project designed to use their Josephson junction

technology in some fundamental scientific experiments. Our particular

experiment was only a small part of each chip, consisting of two

Josephson junction pulse generators, two sets of two pads between which

we fabricated the microbridges, and a Josephson junction sampling

circuit invented by Faris (Faris and Pedersen 1981).

There are several significant advantages of this entire approach

over our more conventional experiments at Harvard. The interferometers

of which the circuit is constructed are intrinsically very f3st. The

sampling circuit is thought to have a time resolution of better than

lops and the rise-time of the pulse generator should be less than

%lOOps. As a result, we were able to make measurements on a

superconductor with shorter time constants than aluminum. '4e chose to

use indium and, for the most part, -bt2ined very good results. Two

-- N m m~ m m 42
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other very important advantages of these circuits were the excellent

sensitivity of the sampler and the common ground plane of the entire

circuit which greatly reduced ringing problems. Due to these

characteristics, we were able to make the first accurate waveform

measurements of the entire initial transient in these supercritical

current pulse experiments.

In the next section, we will briefly discuss the characteristics of

Josephson devices to provide a background for our description, in

Section 3.3, of the superconducting circuitry that we used for this

experiment. In Section 3.4 we will briefly mention the fabrication

details of this work, and in the last section we will discuss the

remaining experimental details.

3.2 Josephson Junctions

A Josephson junction is formed when two superconductors are

separated by a thin insulating barrier through which electrons can

tunnel. Josephson showed, in 1962, that the Cooper pairs of a

superconductor can tunnel through such a barrier coherently (Josephson

1962). As a result, a supercurrent can flow through the barrier without

any voltage drop. Furthermore, it can be shown that for a simple point

junction this supercurrent obeys the Josephson relation,

where the critical current, 10, is the maximum

supercurrent that can be passed through the junction and I and 2 are

the phases of the superconducting urder parameter on the two sides of

the junction.
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When the current through such a Josephson junction is forced to

exceed I., the junction switches from the zero voltage state to a state

in which there is net average voltage across the junction, the phase,,

continuously advances, and the quasiparticles carry the extra current.

For junctions such as those usually used in logic, the voltage switched

to is "2L/e. This case is illustrated in the I-V curve in 3-1(b), where

RL is the load line on which the junction has been biased. To get back

to the zero voltage state in such a junction, the current must be

decreased to near zero.

When Josephson junctions are extended to one or two dimensions,

their critical current depends on the magnetic flux through the

junction. For a symmetric extended junction, the critical current takes

the form of a Fraunhofer diffraction pattern, that is,

where 1), is the superconducting flux

quantum, hc/2e=2.07xlO'7gauss-cm2=2.07mApH. An example of such a

junction and its I versus cF curve is shown in Figure 3-1(a).

Unfurtunately, such junctions do not make good high speed switching

devices because any junction large enough to be reasonably sensitive to

magnetic fields also has a relatively large capacitance. As a -ec:Jt,

they will not switch very fast. Much of the capacitance can be removed,

however, by simply taking out the middle of the junction and leaving a

pair of much smaller junctions, one at each end. This is simply the

cr ,entional two-junction SQUID.

The schematic diagram of such a SQUID used as a logic gate with a

control line is shown in Figure 3-1(b). For this devi:e, the flux is
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(a) Single Junction
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Figure 3-1 Josephson junction logic gates and thresholdcurves. (a) shows a single junction and its dependenceon magnetic field. (b) shows a 2-junction SQUID with acontrol line and its dependence on control current, and(c) shows the same for a 3-junction interfer'reter.
Taken from Matisoo (1973), Faris and Daviidson (1979, and
JilJle (1980).
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directly proportional to 1c', the control current, and Io0()=[gmax('cl)

is the maximum bias current that can be applied to the gate before it

switches into the voltage state. This Igmax, as a function of Ic , is

shown in Figure 3-1(b). The different lobes correspond to different

integer numbers of flux quanta in the oop. (Quantization of the flux

in the loop is a result of the single-valuedness of the superconducting

wavefunction.) In operation, such a device would be biased at a fixed

gate current I on a load line RL, as shown in its I-V curve in Figure

3-1(b). Assuming that it was brought up to this I level with Ic=O, the

junction would be in the zero voltage state. It can then be switched to

the voltage state by applying a control current such that Igmax(ic )<Ig.

Since these devices are usually hysteretic, it would very quickly switch

to the voltage state upon the application of such an Ic' and would

remain there until I was decreased to near zero. Note that for a given

1g<Igmax(O), there are several ranges of currents that can be passed

through the control without causing switching. The control currents at

the edges of these regions are called the thresholds. Hence, the

1gmax('c) versus Ic curve is often thought of as the threshold curve,

since, for any given IV it shows the control currents at the boundaries

between switching and non-switching.

Unfortunately, such two-junction SQUIDS do rot usually make good

logic elements because of their small operating range. (1g must be

quite close to Igma x and the control current cannot be very large, since

if it reaches the next lobe, the gate may not switch reliably.) This

problem can be solved by using a three-junction interferometer, which

has a much larger operating range, but has the same :-V curve and mode
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of operation as the simpler SQUID. An example is shown in Figure

3-1(c). Note that the lobes of the Igma x versus I curves are much

better separated, thus allowing a much wider range of control currents

and Ig's for proper, reliable operation.

Because of these advantages, these last devices are the type used

in the circuitry for our experiments.

3.3 The Superconducting Circuitry

A schematic diagram of the sampler and pulse generator circuits is

shown in Figure 3-2(a), where each of the small circles represents a

three junction interferometer like the one in Figure 3-1(c). From left

to right, the circuit consists of a spike generator, a comparator, the

sample, a pulse generator and a trigger circuit for the pulse generator.

Each chip actually contained two samples and two pulse generator and

trigger circuits, one for each sample, attached to the same comparator,

but for clarity, only one sample, etc., is shown in the figure.

The spike generator works as follows. When a trigger pulse occurs

on its control line, the interfercmeter switches very quickly to its

voltage state. As it does so, its bias current is diverted to its

output loop (to the right of the interferometer), where the current

rapidly increases until it reaches the I of Josephson junction J. Iihen

this happens, J switches to its voltage state and most of the current is

switched back out of the output loop and into the quasiparticle current

of the interferometer. Thus, a very short spike of current has occurred

in the ouput loop. The whole circuit is made self-resetting by the
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LI
inductor and resistor to the left of the interferometer. During an 7-

time of -200ps they take up most of the current through the

interferometer, so that it switches back to its zero voltage state.

After the currents have readjusted, the spike generator is ready for

another trigger pulse.

The sampling scheme invented by Faris consists of both the spike

generator and the comparator with its three control lines. Figure

3-2(b) illustrates how it works. The currents through the three control

lines of the comparator are shown as a function of time in the left half

of the figure. The current through the output loop of the spike

generator is ispk , isig is the current from the sample (=Vsample/6s ) and

ifdbk is a feedback current (constant on this time scale) provided by

the external circuitry. The comparator in essence sums up all of these

currents and only switches to its voltage state when the sum exceeds one

of its thresholds. Provided that the overall variation in isig is less

than the height of ispk , this switching can be arranged to occur only

during the spike. Since the junctions are hysteretic, the comparator

remains switched until its bias current is decreased to zero and it

resets. Thus, the effect of the circuit is to make a test at the time

of the trigger pulse, tp, to determine whether or not ispk+isig +ifdbk

exceeds the threshold of the comparator, and to hold the result of that

test until its bias current is removed.

Using this simple yes/no circuit, isig at time t is determined by

adjusting ifdbk so that the total current sensed by the comparator at

the peak of ispk is exactly equal to its threshold. An accurate

determination of this ifdbk requires averaging over many repetitions of
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the same waveforn, since thermal noise on the signal will cause the

comparator to switch during some of the cycles, and not during the

others. We define ifdbk as that current which causes the comparator to

switch during 50% of the cycles. Clearly, the more cycles over which

the averaging is done, the better ifdbk can be determined. Since
ifdbk(tp)=-isig(tp)+(ithreshold-ispk), the signal current is simply the

negative of the feedback current, plus a DC offset that can easily be

removed.

Figure 3-3 shows a block diagram of the entire electronic setup.

In particular, it shows the feedback circuitry used to operate the

sampler. The comparator is powered by a pulse generator, with a 50%

duty cycle triggered at -,1OkHz. This pulse generator also serves as the

reference for a lock-in amplifier. ThR lock-in synchronously detects

the voltage output from the comparator and puts out a signal

proportional to its average value. The negative input to the lock-in is

taken from the reference, and is adjusted so that when the comparator is

switching exactly 50% of the time, the output of the lock-in will be

zero. This lock-in output is then connected through a current sensing

resistor to the feedback input of the comparator. (The phase of the

lock-in is set so that the fedback is negative.) Thus, the comparator

and lock-in form a feedback stabilized loop which adjusts itself so that

the average RMS input to the lock-in at the repetition frequency is very

close to zero, and hence, the comparator is switching during almost

exactly 50% of the cycles. Since the voltage detected on the current

sensing resistor in the output of the lock-in ,s proportional to the

signal current, it goes to the voltage axis on the plotter. The time,
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tp, at which the voltage is being sampled, is determined by a variable

length delay line. The length of the line and, hence, tne delay are

measured electronically by means of a 10-turn potentiometer mechanically

attached to the delay line. The resistance of this potentiometer gives

the time axis of our plots. Since the variable delay line is also

visually calibrated in picoseconds, it is easy to determine the

calibration of these time axes.

To do our experiment, we also need to apply a current step to the

microbridge. This is provided by the pulse generator circuitry on the

right side of Figure 3-2(a). The pulse generator consists of 'wo

3-junction interferometers in series, so that the total voltage put out

is about 4A/e when the gates switch out of the zero voltage state. This

voltage is applied to the sample through a 6a resistor, so that the

current pulse should have a magnitude of (46/e)/641. Ln practice, its

magnitude was usually .750uA, which is a little low, probably because we

were not biasing the pulse generator as high as was possible. Note that

since these two gates latch into the voltage state, the bias current

must be turned off at the end of each cycle to reset them. (There were

also a pair of interferometers that could have been used to make this

pulse generator into a spike generator or to turn off the output pulse

some time after it began, but they were never used.)

Since we require the two interferometers in the pulse generator to

switch at essentially the same time, they must have a very short

rise-time trigger. This is provided by another interferometer, the

furthest one on the right in Figure 3-2(a). The external trigger pulse

is applied to this interferometer, and its cutput in turn is applieo to
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the two interferometers of the pulse generator. Since this "trigger

buffer" is designed to be self-resetting, it is DC powered. Even though

it is thus buffered, a very fast external pulse generator (rise-time

less than Ins) is still necessary to minimize time jitter.

For a more complete decription of the operation of the sampler

circuit, see Faris' original publication (Faris 1980) and for more

details about this technology in general, see the March 1980 issue of

the IBM Journal of Research and Development, which is entirely devoted

to the Josephson computer technology.

3.4 Fabrication Details

As mentioned before, all of the superconducting circuitry was

designed and fabricated by IBM. It uses the lead alloy technology that

IBM has developed for the Josephson computer project. The circuitry has

5-7um linewidths and 15 distinct layers, most of which are patterned.

Table 3-1, which summarizes the different layers and their purposes, is

taken from Greiner, et al. (1980), an excellent summary of all the

fabrication techniques used in making the chip.

Briefly, (omitting the insulators) first there is a Nb ground plane

for the whole circuit. Then there is a Pb-ln-Au base electrode layer

that forms one side of the tunnel junctions. It is oxidized in the

places where junctions are desired and then a Pb-Bi counter-electrode

layer is put down to form the other side of the tunnel junctions.

Finally, there is a layer of Pb-In-Au that forms the control lines for

the gates and interconnections between the various parts of the circuit.
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Table 3-1. Layers used in the IBM lead alloy technology.

Lobetfa ~ Ta/ f ickns rmcno.
,nm )

Nb 300 Ground Dian
SNb1O, 25-1! Ground-ptane utsuiwon

1, SiO -:5 Ground-ianeasulaoe
R Auln: 30-43 Tecm ang. l, dml. and amping resistors
.S.O S,0 Loicp inteffroneler isolation and resistor insulation

C Pb-In-Au" 300 Grotnd-0tane contacts and foWg inerferometer inductance
'A Pb-[n- Au .00 Base e trodes. miter:oanection$. ana resistor contacts

Sto 215 J unction definition and nsulaWon
StO 275 Memory ilerferometer Inductance and Mation

PbOlnO , 6.3 Tuanehgri n
54, Pb-8, 400 Cauntere ectrodes
I S.O 100 Count-electrade protection layer
10 Sio 300 Controls and inierconnec on insulation

%4, Pb-Is-Au' 0S0 Controls. mermonnection. and contacts to R. C. stid -4. larers
SO :000 Proectve layer

Figure 3-4 shows a picture of approximately two thirds of a chip of

the type that we used. Our particular piece of this chip is in the

upper right hand corner. An enlarged picture of our part alone is shown

in Figure 3-5, where the different parts of the circuit are as labelled.

Note that our entire circuit occupies less than 1mm2 .

The microbridges in this figure (not present in Figure 3-4, which

shows only the Pb alloy pads) were fabricated at Harvard using the

projection photolithography techniques described in the Previous

chapter. The chip was designed so that such fabrication could be done.

Large Pb pads (50um x 125um) were provided for the contacts to the

indium films, and a 250um x 250um hole was left in the SiO passivation

layer over the pads so that the contacts could be made. The indium pads

used to make contact to these Pb pads were 50-65um wide and overlapped

the Pb by %30un. These large contact areas were used in order to

minimize possible contact difficulties between the Pb and the indium.

This seems to have been successful, since we have never seen anything in

any of the I-V curves that appeared to be due to poor or tunneling

contacts.
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6 Ex

Figure 3-4 Picture of about 2/3 of one of the Josephson chips
such as we used in our experiments. Our portion is in
the upper right-hand corner. There are no mnicrobridges
between the lead pads in this picture.

m -MUD 4



56

Spike Generator
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Pulse Generator 1

Microbridge 2

Pulse Generator 2

Figure 3-5 Micrograph of our portion of the chip with the
various parts of the circuit labeled.
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Since the chip was small (only -.1/4" x 1/4") and delicate, it could

not be handled directly while fabricating the indium microbridges. This

difficulty was overcome by first glueing it to a 1" x I" piece of a

glass microscope slide with Duco cement thinned in acetone. We then did

all of the processing: spinning on the photoresist, baking, soaking in

chlorobenzene, exposing, developing, evaporating the indiun and lifting

off the unwanted metal. The final step was to remove the chip from the

glass by dissolving the cement in acetone. The microbridge and its pads

were fabricated simultaneously with the same evaporation and lift-off.

Most of the bridges were %110um long, although we did test two shorter

ones (they are the ones shown in Figure 3-5). The widths varied from

1-2um and the thickness from 2000-3000A. Other characteristics of these

microbridges are discussed in Section 5.2.

3.5 Data Taking

All of our measurements were made with the chip immersed directly

in liquid helium. The temperature of the liquid helium was controlled

by regulating the pressure above it using a Lakeshore Cryogenics

pressure regulator. A cryostat with a specially designed chip holder

was used to mount the chip. The holder had small etched copper-bronze

fingers for making connections to all 64 of the contact pads on the

chip. The appropriate fingers for our experiment were then attached to

the outside world by means of fourteen 50a coaxial cables. (The rest of

the 64 chip pads went to other experiments on the chip.) An additional

cable was hooked to a resistor heater in indirect contact with the chip.

This was used to temporarily heat the chip above its Tc  in order to

m m mmmmmimmmnm ua 'Immm"m c
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remove trapped flux whenever such flux would cause the circuitry to

malfunction.

The first step in testing any given sample was to carefully

evaluate all of the interferometers in the circuit to make sure that

they were working properly. Several of our early experiments were

frustrated by malfunctioning parts of the circuit. Based on our

evaluations of the interferometers, we approximately set the four

variable attenuators indicated in Figure 3-3 and the DC power levels for

the spike generator and the pulse generator trigger which are indicated

in Figure 3-2. We would then fine-tune all of these controls in order

to obtain optimum operation of the circuit. The final step was to make

the desired voltage waveform measurements.

In taking the waveforms, we would begin at a temperature slightly

above Tc and obtain the normal state waveform. Next we would decrease

the temperature until it was very slightly below Tc, and then proceed to

take a whole series of waveforms at regularly spaced decreasing values

of the temperature, until the delay time was too long to observe with

the variable length delay lines that we were using. Figure 3-6 shows an

example of such a set of data for one of our samples. Note that very

close to To the delay time is quite short because the critical current

of the strip is much less than the fixed pulse height, Ip (x750uA in

this case). As the temperature is decreased, however, an initial peak

(due to the kinetic inductance) becomes evident, after which there is a

longer delay time until the voltage begins rising toward the normal

state. At still lower temperatures, the critical current of the stril

approaches 1p, and the delay tine becomes too long t^ oe seen on "his
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V( V) - Indium Sample B135-4-2
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Figure 3-6 Voltage versus time waveforms taken on sample
BJ35-4-2 using the IBM superconducting circuitry. These
curves are taken with fixed current pulse height by
varying the temperature and, hence, the critical current.
The curves are parameterized by (1-t), wnere this t is
the reduced temperature, T/Tc.
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time scale.

These features will be explained from a theoretical point of view

in the next chapter and analyzed quantitatively in the fifth chapter.

III

_______



CHAPTER IV

THEORY

4.1 Introduction

As reviewed in the first chapter, there have been a variety of

contributions to the theoretical understanding of the present

experiment. Pals and Wolter (1979) initially used a simple TDGL

approach. Tinkham (1979, 1981) showed that a more explicit

nonequilibrium approach was more appropriate and yielded the correct

time scale. His work was augmented by our own work and that of others

(Geier and SchUn 1981, Octavio, et al. 1981 and Oppenheim, et al. 1982)

using more detailed approximations. We have also added to these

theoretical treatments by developing an exact numerical solution to the

SST equations (Schmid, Sch'n and Tinkham 1980), as applied to this

experiment.

In this chapter we will begin by discussing, in Section 2, the

simple phenomenological theory of Tinkham in order to gain some physical

insight into the phenomena that occur in our microbridges. Then, in the

third section, we will discuss some of the relatively simple

improvements that can be made to his model, including the work of Geier

and Sch~n. Finally, in the last section, we will discuss the results of

our numerical solutions of the SST equations.

All of these theoretical approaches involve the assumption that the

microbridges can be treated as infinitely long, one-dimensional,

61
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uniform, homogeneous strips, such that the magnitude of the order

parameter depends only on time, and not on position along the strip.

Although this assumption is clearly an idealization, it is necessary in

order to make the theories tractable. Furthermore, it should not be an

unreasonable approximation for the weakest part of the strip. The

effects of a spatially varying order parameter have been dealt with to

some extent by Octavio, et al. and Oppenheim, et al. u!ing the

equations of Kramers and Watts-Tobin. We have chosen not to use this

approach, however, since it is not accurate for rapid changes in the

order parameter, such as can occur during the rising edge of the current

pulse in some of our experiments.

An overview of the predictions of the various theories that will be

discussed is provided by Figures 4-1(a) and 4-1(b), which show the

predicted delay time as a function of IpIc, for dirty aluminum and

indium, respectively. For all of these different theoretical curves,

the temperature is fixed at I' below Tc, and the rest of the parameters

are chosen to simulate experimentally realistic situations. The current

pulse is modelled as rising linearly from zero to Ip in the rise-time

rise, after which it remains constant. The delay time for these plots

is defined as beginning at the leading edge of the ramp and ending when

V/7Vn=O.5. (A slightly different definition will be used in Chapter 5
for ccmparisons with the data, where the current waveforms are not

simulated exactly. For these theoretical calculations, however, the

current waveforms are exactly the same for all of the curves, and,

hence, it seems best to make the ccmparisons using the relatively simple

definition we have suggested above.)
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The parameters for (a), the dirty aluminum, are essentially the

same as those of one of the microbridges we tested. The only change is

that a shorter rise-time has been used in the calculations than in the

experiments. The five curves show the predicted delay time for five

different levels of approximation. The curve labeled "exact" represents

our numerical solutions of the SST equations. The other four curves are

in essence approximations of the SST equations. Hence, the "exact"

curve is the one to which they should be compared. Note that they all

predict qualitatively the same features: a delay time that diverges as

Ip /Ic-1.0 and monotonically decreases as Ip/Ic increases. Furthermore,

these qualitative features are in good agreement with both our data (see

Chapter 5) and that of Pals and Wolter (see Figure 1-2).

Since Tinkham's phenomenological approach to the SST equations is

based on putting a time-dependent effective temperature, T , into the

Ginzburg-Landau equations, its curves are labeled "TDT*GL." The

simplest version of Tinkham's theory involves only superfluid current

flow; there is no normal current (Jn=O) and no nonequilibrium

supercurrent (Jsne=O). As shown in the figure, this simplest

approximation falls quite short of the exact delay time for high current

ratios. We have been able to substantially improve this approximation

by adding one or both of the current terms to the theory. As can be

seen, tne "TDT*GL(full)" curve, which includes both of the current

terms, canes the closest of any of the approximate theories to following

the exact solution.
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Geier's theoretical work is based directly on the dynamic

nonequilibrium superconductivity theory of Schmid and Sch'dn (1975),

which is also the origin of the SST equations. His approximations also

represent a significant improvement over the simplest TDT*GL. His final

equations, however, are only slightly different from those of the full

TDT*GL model, and turn out to be slightly less accurate.

The tails of all of these curves, where the delay time begins to

decrease more slowly with increasing Ip/I c , are due to the combined

effect of the lOOps rise-time we have used and the 35ps current

relaxation time at this temperature. Both of these effects tend to

define a shortest time scale within which the order parameter can be

driven to zero, even for rather large currents.

The effects of the non-zero rise-time of the pulse are much larger

in the curves for indium (Figure 4-1(b)). In these, the rise-time is

much longer, relative to E' than in the dirty aluminum curves. As a

result, the curves never do reach the regime of rapid decrease with

increasing Ip/I c . Instead, the delay time remains of order trise , even

for relatively large current ratios. Note that in other respects, the

qualitative features of the curves and the relationships among them are

the same as for aluminum.

In the following section we provide a more detailed discussion of

these various models, their relative merits, and some of their

predictions.
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4.2 Tinkham's Phenomenological Approach

Shortly after Pals and Wolter published their first experiments,

Tinkham used a phenomenological approach to nonequilibrium

superconductivity to obtain a delay time between the application of a

current pulse and the development of the normal state. This delay time

was consistent with the results of Pals and Wolter and also consistent

with the usual values of the time constants. First we will describe

this approach and then discuss its results to provide physical insight

into the processes involved in our experiment.

The first step in this approach is to take advantage of the

relative magnitudes of the various time constants that determine the

time-domain response of a superconductor. In the temperature range of

Pals and Wolter's experiment, the current relaxation time,

.j=2iT/(MAo2)=7 ;(3)'f/(4 3T(1-t )),* and the Ginzburg-Landau time,

L="i/( 8 T(l- c ))=5.79 - j , are both very much shorter than - E' the

inelastic electron-phonon scattering time at the fermi energy at 7c)

which determines the relaxation rate of the quasiparticles. One can,

therefore, consider a "slow motion" regime consisting of those processes

and changes that occur on the time scale of c. In this regime, all

processes that occur on the Tj or -GL time scales are treated as

instantaneous, and relaxation of the nonequilibrim quasiparticle

distribution is the primary dynamic process.

We are using units in which k3=1, i.e., 7 has units of energy.
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The second step is to make the rather sweeping approximation that

the state of the nonequilibrium quasiparticle distribution can be

adequately described by a single parameter, T*=T+ 3T*. This parameter

plays the role of an effective temperature, but it does not necessarily

correspond to any physically observable temperature. This

characterization will not always be valid, but for many purposes, it

turns out to be a good approximation. The G-L equation and associated

current equation then take the form

A)2
Q = + -+ 2 (0)Q 2) (4-1a)

S lT2

2 (A-) -(T)Q (4-1b)

where a =(T*/Tc-l)=T/Tc-l+T /Tc=a+ S is the normalized effective

temperature, a=7 ;(3)/(8w2 )=0.106, A is the energy gap or order

parameter, :,(T)= -(0)(1-T/Tc)/112 is the G-L coherence length, Q is the

superfluid momentum, and J=I/lc is the normalized current. In

determining these equations, we have assumed, as mentioned before, a

one-dimensional uniform strip with no spatial gradients.

In these conventions, which will be used throughout: the

equilibrium gap, Ao, is given by Ao2/Tc 2=_-A/3. Changing to the usual

reduced variables, ' =V/.A. and qs .(T)Q, simplifies Eq. (4-1) to the

fr

-2 _ q2 (4-2a)

j , 2 (4-2b)
2
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The next step is to determine 6 in terms of the nonequilibrium

quasiparticle distribution. This is accomplished by defining T such

that the equilibrium gap at T , Ao(T ), is equal to the actual

instantaneous value of the gap in the presence of the nonequilibrium

quasiparticle population. This definition is evaluated by means of the

self-consistent gap equation in the absence of all spatial gradients:

2 l-2fk = 1-2f
V L...~(4-3)

k k (A)+E
where fk is the instantaneous quasiparticle population. The

nonequilibrium part of this population is fk=fk-fo(Ek(A)/T), where fo

is the usual fermi function. Solving for T , and, hence, for a , one

can show that the following relations are approximately true near TC and

for small 6f:

C& L '.C (4-4)
N(O) k E k J E

where N(O) is the density of states at the fermi energy.

The final step is to determine the nonequilibrium quasiparticle

distribution, Sfk' in this slow motion regime. In general, the zfk's

are given by a Roltzman equition, where the source of the nonequilibrium

is the gap variation. In the relaxation approximation, the solution to

such an equation is

t!f k "(t,) e(t'-t)/7E dt' (4-5)

f -1 A'where t A i- and a ' means that the variable is a function of
4T E

t' rather than of t. Cornoining these results with Eq. (4-4) gives
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aA e W-t)1E dt'dE (4-6)

(tj tt)/'E (4-7)4T f r

where the second equation is the result of a fairly accurate approximate

evaluation of the energy integral for A!&'.

Now that the effective nonequilibrium temperature has been found in

terms of A, (4-2) can be written in closed form as

1 2 2  2 St - (t,.t)/7E (4-8a)
- q - - -_e dt'

E -'

3 r 2 q (4-8b)

where T. is the (longitudinal) gap relaxation time, which is given by

2 -1 /E/(4d8(-t))241(- t)-i 2. These two equations represent

the simplest form of the TDT*GL theory (i.e., with Jn=Jsne=O), the

results of which were shown in Figure 4-1.

When we apply this model to our experiment, we take J=O for t<O,

J=J pt/trise for O<t<trise and J=J for t>trise, where Jp= p/Ic is the

height of the pulse relative to the critical current. Using this

definition of J, we can numerically solve these equations for the gap

and the voltage (which is proportional to q) as a function of time. (it

may, in principle, be possible to solve these equations analytically,

but it does not appear that it would be worth the effort or that it

would provide any additional insight.) An example of the solution of

these equations is shown in Figure 4-2(a), where the voltage has been

normalized to its normal state value, which is given by

5n=(I/ "j)(2/V3,)J. ,Notice that there are three distinct time egimes



71

~a)
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o 2 4 68
TIME!/T

(b) 0

BT

0 2 4 6

TIME/ E

Figure 4-2 An~exarnple of t-he solution of the simplest forr of
the TD7 GL nodel for (1-T!7,)=.01, "j,'1'=1- ana
t /-~O.15 (a) shows the gao-4nd volta96 d , eeloprnent
an ) shows the corresponding :7 developm~ent.
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in these solutions. For t<< cE' the gap and voltage vary rapidly, to

accomodate the current step. These processes all relax away by the time

t=1 -E' provided that Crise<< 7E . There then follows a much longer delay

time during which the gap and voltage vary relatively slowly. Finally,

at the end of the delay time, the gap rapidly decreases to zero and the

voltage diverges, indicating that the superconductivity has been

entirely destroyed. Insight into these three regimes can be gained by

analyzing them in light of the equations.

In the first regime, where t<< 7E' Eq. (4-3a) can be well

approximated by

-2 j 2 (t)/ 4 = ( (4-9)

27 TE

where '(--)=1.0, since there were no DC bias currents, and where we

have substituted for q from Eq. (4-8b). Thus, on this time scale, as

J(t) increases, #(t) decreases in compensation. Phenomenologically

this compensation takes two forms. On the left hand side of (4-9), the

decreasing 4p2 is the usual G-L adjustment for currents, and on the

right hand side the decreasing Vk corresponds to a negative 6T, in

effect a cooling of the superconductor that enables it to carry a 1 :,rger

current. This nonequilibrium effective temperature decrease is shown in

Figure 4-2(b) for the same case as in 4-2(a). As can be seen, the 3T*

and the gap decrease rapidly during the rising edge of the current

pulse, so that by the time the current reaches Jp, the effective

temperature and the gap are low enough that J Pcan be carried. Since

this new, decreased value of ' 4s the upper value of -. during the

next, -E dominated, regime, it sill e called 4a Algebraically,
max'
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the value of @ max is given by

4  (a + I + (4-10)
27 p max max)(l - %ax)

where a=2 / E

An example of a @ max versus Jp curve is included in Figure 4-3 for

(1- t)=0.01. Notice that there is a max value of Jp, beyond which there

does not exist a real solution for max* This means that for this

model, when Jp exceeds this maximum value, which we have called Jc1'

there is no second regime. The gap simply decreases very rapidly all

the way to zero in a time that depends mostly on the rise-time and

magnitude of the current step. Figure 4-1 shows that this effect is

qualitatively seen in the numerical calculations for this model.

Approximately solving (4-10) for Jcl gives

Acl xm soli (4-11)

which is approximately 3.5 at (1- t)=0.01.

The initial voltage spike in this regime can be understood by using

2a very simple model. Since V-q and q mJ/ .2, we clearly have

V _ j/p 2, ignoring, for the moment, . Note that since V ./ ,2,

and V=IL for an inductor, 1/@ 2 plays the role of an inductance. This

is known as the kinetic inductance of the superfluid, LK. (This concept

can be generalized to include gap variation by letting V=JLK+JLK, where

LK includes the terms.) As can be seen from the figure, the voltage

response of this theory is indeed that of a linearly ramped current

applied to an inductor. Henceforth, we shall call this response a

"kinetic-inductance spike."
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Figure 4-3 An 4i1ustratiQfl of the various regime boundaries

in the simplest TOT GL mocel.
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In the second regime, where -E~ttd, the current is constant and

there are no fast changes. Hence, (4-8b) can be substituted into (4-8a)

and then that can be solved for ,. The result is

2 - 4 24
27.. (4-12)

2Ta 1 + (1/a)(2' - 16 j2p,) (-)
27 p

This equation determines the time dependence of the gap throughout the

second regime. The gap begins at )max in this regime and decreases,

since the numerator is negative. If J <1, there is an equilibrium

solution of the G-L equation such that

12 4 1 / =0 (4-13)

-eq 7p eq =

in which case the gap relaxes to that equilibrium value and remains

there, since the numerator of (4-12) is then zero.

if Up is slightly larger than 1., then the numerator of (4-12) can

never actually reach zero, but it does become quite small as v passes

by J2/3, the value at which it comes closest to carrying the entire

current as supercurrent. As a result, v can become arbitrarily small

as Jp approaches unity from above. This causes the divergence in the

delay time as Jp-i. Making an approximate solution for the delay time

in this divergence region, one can show that

is t as t -i0.5c0 (4-4)

is the asymptotic form.
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Phenomenologically, this regime can be thought of as being

determined by the need for a small, but continuing, decrease in -,

which generates the jT necessary to allow the current flow. Since

1K -j /3 in this regime, this continuing decrease in ') gives rise

to a small non-zero voltage throughout the delay time. Although the

example in Figure 4-2 has too low a Jp to observe this effect it can be

seen when higher currents are used (see, for example, Figure 4-4).

As .' decreases, the denominator of (4-12) also decreases, until. it

reaches zero when P = min where ' min is given by

J p2 = ( 2 7 / 1 6 ) min 5 (a+2 , min). An example of )min versus Jp is shown in

Figure 4-3. One further point is that as * approaches )min' ;goes

to negative infinity and, hence, j diverges to positive infinity.

This divergence in and q (or V) can be seen in Figure 4-2(a).

It signals the end of the second regime. In the third regime drops

the rest of the way from *min to zero. This would be expected to occur

on the time scale of -GL' which has been assumed infinitesimal in this

model. Hence, the drop is indicated in Figure 4-2(a) as a dashed line.

It will be shown in the next section that the inclusion of the normal

current in the calculations removes this non-physical divergence.

As a summary, these three regimes are illustrated graphically in

Figure 4-3 for (i. t)=0.01. Before the pulse starts, -. , and J ='.,

which is the top left-hand point on the graph. During the first regime,

when the current rises to Jp and the initial - 3T develops so that the

current can be carried, the order parameter descends frcm -I. to

- -max1J). Note that if J p mcl. ,ax ices not exist, and the order
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parameter falls rapidly all the way to zero. During the second regime,

falls from 'max(Jp) to Vmin(Jp) at a rate governed by the

quasiparticle relaxation time. Note that if J_<1., - falls only to

eq, which is a stable solution, and remains there. For J p >1, the

rate at which p is decreasing diverges at -= 'min (Jp), and during the

third regime ' falls very rapidly from Pmin(Jp) to zero. This signals

the final destruction of the superconducting state, the development of

the normal state voltage and, hence, the end of the delay time.

This analysis of Figure 4-3 shows that the delay time within this

model, in which effects on the scale of rj and 7GL are neglected, is

given by the following integral:

td(j min(J p) d. (4-15)

ppf max(Jp) P

where the expression for is given by (4-12). Although this model is

not as accurate as the exact theory, it is much more readily evaluated

numerically to provide qualitative estimates of the delay time. An

approximate evaluation of this integral for Jp very close to 1. gives

the asymptotic limit in (4-14). It can also be approximately evaluated

in the limit where 2 Jp<<cl ,  in which case the result is

td 2.7  L/(p 2-1). Unfortunately, this condition on J cannot truly be

satisfied except extremely close to T-.

4.3 Simple Improvements

In this section we discuss some of the simple improvements that can

be made to 7inkham's simple phencmenological approach. The most



78

physically obvious of these improvements is to include the normal

current in the current equation (4-2b). We have done this by using the

usual definition for the normal current

3,1Jin -= Ti q (4-16)

where J n=1n/Ic . (This definition of the normal current uses the gauge

choice Q=-2eg, where A is the vector potential, which results in the

voltage being proportional to Q.) Thus, the current equation becomes

2+ jq) (4-17)

where Eq. (4-8a) still governs the time-cipendence of the gap.

We have solved this coupled set of differential equations

numerically and the resulting delay times as a function of J for two

particular cases are included in Figures 4-1(a) and 4-1(b), where they

are labeled as "TDT GL(Jsne=O)." Note that the results of the model

with only this simple improvement are much closer to the exact results

than the original version of the model.

Figure 4-4 shows a comparison of the time evolution of the gap and

the voltage for all five models we consider. Note the similarities and

differences between the present model and the original model. (The

squarish voltage pulse is the one associated with the original model.)

During the rising edge of the pulse the behavior is quite different,

although the gap ends up at nearly the same value in both cases. After

the rise-time, the two models predict nearly the same rates of gap

decrease until near the end, where we find that the non-physical

discontinuous drop of the gap in the initial model nas been replaced by
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1.0 TDT*GL TDTL
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Figure 4-4 A comparison of the time evolution of the gao and
the voltage for the five theoretical models considered.
The.squarish initial spike is the one associated with the
TOT GL (Jn=,Jsne=O) Model.
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a longer, smooth transition to zero gap.

As mentioned before, the kinetic-inductance spike of the initial

model is simply that of an inductor. The voltage response of the second

model, which includes J is essentially that of a linearly ramped

current applied to a resistor and inductor in parallel. Thus, by adding

Jns we have in effect added the normal state resistance, Rn, in parallel

with LK. From simple circuit theory, we can calculate the expected

height of this kinetic-inductance spike; it is

Tj (1 -trise/-j)spk -(1 - e )vn  (4-18)
spik e  trise

where we have assumed a constant LK=LK(t=O).

The other important difference between the original model and this

first improved version is that the non-physical discontinuous drop of

the gap from ' min to zero that occurs in the original model has been

removed. From a physical point of view, this is because when the order

parameter begins to decrease more rapidly, and V begins increasing, the

voltage causes the current to be shunted more and more through Rn. This

means that , does not need to decrease as rapidly as in the first model

to enable the current to be carried. This process continues throughout

the transition to the normal state, thus significantly lengthening the

delay time to a value that is much closer to the exact calculation.

The second improvement that we have made in Tinkham's simple model

is to include the Jsne term in the current equation. The importance of

this term in connection with this problem was first pointed out by Seier

and Sch6n. It comes from the full SST equations, but for
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phenomenological purposes it can also be derived from the T approach

(see Tinkham 1981, p. 258). In our usual reduced variables, it takes

the form

Jsne 2 " q f e E dt' (4-19)

J*

This is the same integral as occured in the expression for sa

[Eq. (4-7)]. Hence, the calculations do not become significantly more

difficult.

Adding this term to (4-17), we obtain

1 2 q2  2 'A t e(tt)/E dt' (4-20a)

2 t (t'-t)/h.E dt') (4-20b)2 q + Tjq - Jq )'e d '

for the gap and current equations of this full TDTGL model.

[Eq. (4-8a) has been repeated for convenience.] The delay time as a

function of Jp for this theory was shown in Figure 4-1, where it can be

seen that it comes the closest to following the exact calculations.

Comparing the gap and voltage development for this model with the

previous version (Jsne=O) in Figure 4-4, it appears that the effect of

this Jsne term is to decrease the magnitude of the initial drop in the

gap and to slow down the gap's rate of decrease throughout. This is

consistent with the idea that Jsne carries part of the current, and,

hence, the necessary drop and rate of decrease to carry the same total

curren' is lower. Comparison with the exact calculations, however,

makes it appear that the near agreement of this model in overall delay

time may be partially fortuitous. The order parameter in the exact
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calculations starts the slow regime much higher than in the approximate

models and declines more slowly, until it begins a faster decrease to

zero from a higher level. Some of the reasons for these discrepancies

will be discussed in the next section on our exact calculations.

The last approximate theory we have evaluated is that of Geier and

Sch'dn (1981). As mentioned before, it was derived directly from the

equations of Schmid and Schdn (1975). Their final equations, however,

are the same as Eqs. (4-20), except that the integral in (4-20a)has

been changed so that the equation becomes

2-
-2 q2  e dt' (4-21)

This form of the integral should be a slightly more accurate evaluation

of the energy integral in (4-6) when the pair breaking potential is much

less than the gap. As can be seen from Figure 4-4, however, this

integral leads to an even slower final decrease in the order parameter

than the form used by Tinkham, and hence to longer delay times, as seen

in Figure 4-1.

4.4 Numerical Solution of SST Eauations

In a sense, all of the foregoing theories have been approximations

to the SST equations, as applied .o this problem. They serve to provide

physical insight into the processes involved in this experiment, but to

obtain truly accurate predictions from theory, it is necessary to use

the full theory, not just approximations.
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In using the SST equations to analyze this problem, the only

approximation we have made is that mentioned in the first section,

namely that we will be considering a one-dimensional, uniform filament,

with no variations in the magnitude of the order parameter along its

length. This approximation, combined with a gauge choice of Q'=-2eA and

V=--O, where o is the phase of the order parameter, allows us to drop

all terms from the equations that involve spatial gradients. A further

consequence is that we can entirely remove the two of the initial five

equations that relate to branch imbalance.

The remaining three equations consist of a 3oltzmann equation for

the quasiparticle distribution function, f(E), a G-L equation, and a

current equation. Using our usual reduced variables, they are

6f + -- - 0N R2 q (4-22a)
E2

-r GL, 5 ~m f dE: (4-22b)
GL~ 1t J 2 f

2e ? 5fdE: (4-22c)
3v'q JV..-d J,-

where NI, N2 , R2 and M are generalized densities of states, and 5f=f-fo

is the nonequilibrium distribution function. The reduced variable, :,

is equal to E/A0, and O'=D!h/( 2 (T)Ao) is a renotmalized diffusion

constant. Since the SST equations are derived for dirty superconductors

near Tc, these equations can only be expected to be accurate for

x/ o<<5.5 and (1- t)<<l.

The generalized densities of states are given by the following

relations:
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NI + iR1 = / ' l (4-23a)NI +iR1 U(l, + i-:/j) - 1

N2 + iR2 2 (4-23b)

M = N2 + R2 (4-23c)

1 2

where =r/40 is the reduced pair breaking potential. (We have used

this M because it is slightly more accurate than the MT that appears in

the SST equations; see Schmid (1981), p.446.) Figure 4-5 shows an

example of each of these densities of states for I'A=O.01. In the limit

where r/A goes to zero, N1 becomes the usual BCS density of states.

Appendix B discusses and provides a listing of the computer program

we have written to solve these equations. The validity of the numerical

solution has been carefully checked by varying the number of energy bins

used for 8 f(E) and by varying the fineness of the time steps. These

tests result in less than a 1% variation in the total delay time, thus

indicating a well-converged solution.

Using this program, we can obtain an accurate picture of the

evolution of the quasiparticle population during the delay time. Figure

4-6(a) shows an example of if, the nonequilibrium quasiparticle

distribution function, as a function of energy and time for an indium

microbridge at (I- t)=0.015. The rising edge of Ip begins at t=O and

if is initially equal to zero. As can be seen from the figure, the

current pulse causes a negative going peak to develop in if, thus,

indicating that there are fewer quasiparticles a: these energies than

thermal equilibrium would dictate. Hence, Tink;iam's ,T is negative,
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Figure 4-5 Examples of the four generalized densities of

states used in the SST equations. Note that M has been

reduced by a factor of 4 so that it will fit on tnis
scale.
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distribution function as a function of tine and energy.

Note that :f is negative.
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as expected. Note that near the end of the delay time the

nonequilibrium distribution function becomes significantly larger.

Figure 4-6(b) shows the total quasiparticle density,

nqp=N1 ( af+fo), as a function of energy and time for the same case. At

t=o, r is much less than A, there is very little gap broadening and nqp

is almost exactly the BCS result. After the current step, however, the

gap broadening becomes much more significant. In fact, near the end of

the delay time, the gap broadening becomes so large that it causes nqp

to look very much like the normal state result.

This broadening is due to the pair breaking potential,

r = F +(D/2)Q 2, which becomes quite large near the end of the delay time

because Q becomes large there. Figures 4-7(a) and (b) show an example

of F/A, along with the gap, the voltage, and J sne as tney develop in

time, for indium and dirty aluminum, respectively. The features of

these curves are typical of all of the curves we have studied. Note

that F/a is plotted against the log scale on tne right and reaches

final values around 100 for both figures. (This normalization of F is

plotted because it is equal to Y/u , which is the form that enters the

generalized densities of states [Eqs. (4-23)].)

We believe that this high value of F/A is the primary cause of

most of the differences between this exact theory and the previous

theories, all of which assume F/A<<. Figure 4-8 shows plots of the

important densities of states for varying values of F/A. Clearly, the

form of these densities changes drastically between F,'=0.1 and

F/a=1.0, necessitating entirely different approximations of the
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Figure 4-6(b) Plot of the total quasiparticle density as a3
function of time and energy.
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Figure 4-7(a) Plot showing the evolution of -A, J,1e '. and
the pair-breaking potential for indi~m as detaemined from
our exact numerical soluticn of the SST equations.
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Figure 4-7(b) Plot showing the time dependence of AJsne 'I
and the pair-breaking potential for dirty aluminum as
calculated by our exact numerical solution of thie 537
equations.
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Figure 4-8 Semi-log plots of the important densities of
states as functions of energy for various values of the
pair-breaking potential.
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integrals over these functions. In particular, this affects the

approximations of the energy integral in Eq. (4-6), which appears in all

of the approximate theories. If an accurate approximation to this

integral could be found, it would probably significantly improve the

agreement between the simpler theories and our exact calculations.

Referring back to Figure 4-4, the difference between the

approximate and exact theories in the initial variation of the gap can

also be explained. It is entirely due to the diffusion term in the

Boltzmann equation (4-22a). In relatively clean materials such as

indium, its effect is to decrease the initial drop of the order

parameter. In dirty material such as the aluminum in Figure 4-7(b), the

diffusion constant is smaller, and hence has a smaller effect. Thus,

Figure 4-7(b) shows an initial drop in the gap much like that predicted

by the simple theories, all of which completely ignore this diffusion

term.

There is one last set of predictions, which will be useful for the

next chapter. As mentioned in Chapter 3, the IBM experiments used a

constant-height current pulse. A range of Jp's was achieved by varying

the temperature, and hence the critical current. In this situation,

which is very different from that used for Figure 4-1, the delay time is

very short when one measures just below Tc. because the very small

critical current results in a very large J Furthermore, as T is

decreased, the delay time increases until it diverges when I, reaches

I. A set of waveforms, modelled on one of our samples, is shown in

Figure 4-9 to illustrate these effects. Several example.s of the delay

time versus (1- -,) for these samples are included in the next chapter.
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Figure 4-9 A set of waveforms simulating one of our 13M
experiments, calcuflted using our exact numerical
solution of the SST equatlons.



CHAPTER V

DATA ANALYSIS AND INTERPRETATION

5.1 Introduction

Using the tools and techniques described in the second and third

chapters, we have made the first time-domain studies of the response of

effectively one-dimensional indium microbridges to supercritical current

pulses. The results of these experiments are presented in Section 2 of

this chapter, along with theoretical ccmparisons and analyses based on

the theories presented in Chapter 4.

We have also made a few of these same measurements on dirty

aluminum microbridges. These results are presented and discussed in

Section 3 of this chapter.

5.2 Indium Microbridges

We have made measurements on a variety of indium samples, some at

Harvard and some in the collaboration with 13M. These were all

fabricated using photolithography as described in Chapter 2. ,o st of

them were fabricated on top of an SiO layer, but a few were made

directly on glass microscope slides. The measured properties of some of

these samples are shown in the table below:

94
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Table 5-1. Measured properties of selected indium samples.

sample dimensions P'a (T 5J-(0)2
ident. (Um) ( m (A) K M/cm

BJ35-4-1 111. xl.3x.20 0.39 2600 3.4245 67.4
BJ35-4-2 116. xl.7x.20 0.37 2700 3.4226 70.1
BK90-3-1 50.4xi.0x.22 0.20 5000 3.3991 112.
WMPI 127. x2.0x.15 0.32 3100 3.4144 82.2
1A 49.8x1.Ox.21 0.24 4200 3.4031 117.
3A 176. x1.lx.21 - - 3.399 -

The first three of these samples were measured in collaboration

with IBM using their superconducting circuitry and the other three were

measured at Harvard using conventional electronics. The dimensions were

determined from photos taken with an optical microscope and from a

digital thickness monitor used during evaporation. For the IBM strips,

the residual resistivity at 3.5K, P3.5, was inferred from the residual

resistance and the dimensions; and for the Harvard strips, from the

relation P3.5OP 295/(R295/R3.5-1), where P295=8.8uacm for indium. 'We

then used pz=1.x10"11Qcm2 for indium to determine the mean free path, x.

Tc and Jc(O) were found by fitting Jc versus , =T/T. to the

Ginzburg-Landau form Jc( t)=Jc(O)(1- t) 1.5, which the strips were found

to follow quite well. We have not measured the diffusion length for

these strips, but it is expected that it is in the 5-81,m range.

The measured voltage waveforms for samples BJ35-4-1 and BK9O-3-1

are shown in Figures 5-1 and 5-2, respectively. These were both taken

with the IBM Josephson junction sampler chip. Another example of the

data from the IBM collaboration was shown in Figure 3-6. Note that the

curves are, at least qualitatively, in very good agreement with the

theory (see, for example, Figure 4-8). Quantitative comparisons with

theory are given in the following subsections. The initial kinetic
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inductance spike and nonzero minimum voltage are discussed in 5.2.1 and

the delay time until the rise to the normal state is dealt with in

5.2.2. Using the conventional electronics at Harvard, we have observed

in the time domain the development of phase-slip centers. These data

are discussed in 5.2.3.

5.2.1 Kinetic Inductance Spike and Nonzero Minimum Voltage

As we showed in the previous chapter, simple theoretical

calculations indicate that there should be an inductive voltage spike

associated with the rising edge of the current step. Furthermore, it

was shown that there should be a nonzero minimum voltage between the

inductive spike and the final rise to the normal state. Although this

minimum voltage ought to become unobservably small as Ip approaches Ic,

for Ip/IcZ2, it should be observable.

As can be seen from Figures 5-1 and 5-2, both of these effects are

indeed present. This is the first experiment of this type in which

these effects have been observed. These measurements were made possible

by our use of the IBM superconducting circuitry. It had at least three

characteristics that were very important in enabling us to observe these

effects: the common ground plane for the entire circuit, which greatly

reduced ringing due to the inductance of the signal lines, the very

short rise-time of the superconducting pulse generator, and the high

bandwidth and resolution of the Faris sampler.



97

Indium Sample BJ35-4-1

800-

V ( Liv)
400- (3 t ..

0 200 400 600 800 1000 1200 1400
TIME (Ps)

Figure 5-1 The voltage waveformi data taken on samlple 3 35-1-1
using the 19M circuitry.
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Figure 5-3 shows a comparison of the experimental waveforms and the

theory for these two effects for three different temperatures. The

theoretical curves were generated by our exact numerical solution of the

SST equations (Schmid, Schn and Tinkham, 1980) using experimentally

determined parameters and a value of -E obtained from our fits to the

time delay data (see next section). Note that there is excellent

agreement between theory and experiment considering that there are no

adjustable parameters for this part of the curves.

We believe that the differences in these curves are, at least

partially, due to waveform rounding caused by time jitter of perhaps as

much as 25ps in the sampler and/or to the relatively crude model for the

source voltage waveform that is used in the numerical solution. That

model consists of a simple linear 45ps ramp from zero to the final

level, after which it is ccmpletely flat. It seems clear that a model

that incorporated some rounding in the rising portion of the pulse would

come closer to matching the observed inductive spike.

Changing the rising edge of the current pulse, however, will only

affect the rising portion of the inductive spike, its roundness and its

amplitude. It will not affect the width of the spike or the location in

time of the minimum. Yet the figure makes it clear that these are the

aspects of the fit that most need to be improved. Within the model

used, they are determined mostly by :j and 7GL, which are determined

by the T and by 1- t. An improved fit might be ootained by

significantly increasing 71 and TGL, but there is no apoarent

theoretical justification for doing this. These difficulties -n the fit

might also be due to capacitance and inductance in the rest of the
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Figure 5-3 Comparison of experimental and theoretical
waveforms for IBM sample BJ35-4-1 for three different
temperatures. The parameters used in the theory are
those that were measured for this sample.
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circuit or to nonuniformity of the strip. At the present time we do not

know which of these possibilities is the best explanation for these

discrepancies in the fit at short times.

For the sake of a more detailed comparison with theory, Figure 5-4

compares the spike height versus I- t for two of the strips with the

theoretically predicted heights, where the parameters of the theory are

set as before. Particularly, a risetime of 45ps has been used for both

curves. Note that although the agreement is not excellent, there is

general qualitative agreement. Furthermore, the magnitude difference

for sample BJ35-4-2 could certainly be adjusted by lengthening the

rise-time used. The difference in functional dependence, however, could

probably be decreased only by taking into account the effects discussed

above.

The minimum voltage versus 1-t for two of the strips is compared

with theory in Figure 5-5. As can be seen, the agreement between theory

and experiment is much better for this aspect of the waveforms. NIote

particularly that the functional form is accurately predicted by theory.

Thus, we have successfully observed the initial inductive spike and

nonzero minimum voltage in indium microbridges. We find that the

minimum voltage is adequately described by the theory, but that the fit

between theory and experiment for the spike height and width leaves

something to be desired.
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5.2.2 Dtla Time

We have been able to make delay time measurements on indium strips

using both the IBM setup and the Harvard equipment. These are the first

delay time measurements on effectively one-dimensional indium strips.

Some typical waveforms were shown in Figures 2-13, 3-6, 5-1 and 5-2. We

take a value for the delay time, td, from each of these curves according

to the definition discussed below and fit these results with SST theory.

From these fits -me have obtained an estimate of E for indium that

agrees reasonably well with other estimates based on different

experiments.

Figure 5-6 demonstrates our td definitions. The wider line

represents an experimental waveform and the narrower one a theoretical

calculation. We have defined the delay time as beginning at that point

at which 60% of the rise-time has elapsed. This definition is used to

reduce the discrepancies caused by rise-time differences between theory

and experiment. As indicated in the figure, the end point of td for the

experimental data is defined as that point at which the voltage has

risen 10% of the way from its minimn point to its maximum value at long

times. For the theoretical curve, the end point is defined at the point

when the voltage has risen 50% of the way from its minimum to its

maxi-mum.

The 10% definition is used for the experimental lata because only

the very first portion of the rising edge can be thought to have any

direct relationship to the simplified theory we have been using. The

choice of exactly 10% is arbitrary. The rest of the rising edge is
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data curve.
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always observed to rise much more slowly than the theoretical model

predicts. There are many possible explanations for these long

rise-times. They may be due to transverse nonequilibrium effects, to

heating, to the development of phase-slip-centers or to some combination

of these effects. None of these factors are taken into account in our

theoretical calculations. The 50% point of the theory is chosen rather

arbitrarily. It is approximately the steepest part of the curve and,

furthermore, the choice of 50% minimizes the possible error in the event

that a different point should have been chosen.

Using these definitions we have determined delay times for all of

the waveforms taken on the three IBM scientific chip samples listed in

Table 5-1. These data are presented in Figure 5-7 along with our best

theoretical fit for each curve. E is the only adjustable parameter in

each of these fits, except for the fit to the BK90-3-1 data. For that

data we also fit the height of the current step, since it was not

accurately determined during the experiment. The fits are based on only

the delay time points for (I- t )>.007, where there is relatively good

agreement. The large discrepancies for (1- 'L)<.007, where the delay

times are quite short, are probably, at least in part, due to the

sensitivity of these points to the exact form of the rising edge of the

current pulse; as mentioned before, only a crude approximation to the

rise-time has been put into the theoretical calculations. Other

possible sources of these discrepancies are the same as those discussed

in the previous subsection in connection with the inductive spike width

and the location in time of the minimum voltage. Since we do not kncw

vhich effects to take into account, we have not at.empted to improve
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this part of the fit. As shown in the figure, the fits to the longer td

points give 133, 150 and 155 picoseconds for the values of - for these

three samples.

We have also evaluated the delay time data taken here at Harvard on

indium microbridges, using the same td definition as for the IBM data.

(For an example of the waveforms, see Figure 2-13.) Figure 5-8 shows a

plot of the td data taken on sample 1A at four different reduced

temperatures. Lower reduced temperatures were not studied because. of

limitations on the magnitude of our current pulses. In all of these

curves, we have used a DC bias current (i.e., a nonzero baseline

voltage) to fine-tune the value of Ip/Ic, where Ip=Ibaseline+Istep is

the total height of the current during a pulse. As discussed in Chapter

4, the delay time in this situation is expected to depend almost

entirely on Ip/Ic, unless Ibaseline becomes significant compared to Ic'

Furthermore, in our theoretical calculations we have taken into account

the DC biases that were used, so that the theoretical conditions are

exactly the same as the experimental conditions. All four of the

theoretical curves were generated using -E=1 16ps, which was found to

give a good fit. Although the fit between data and theory is not

perfect, it is acceptable at all four temperatures and clearly

demonstrates that the expected temperature dependance of the delay time

is indeed observed in these indium strips.

Putting together all of the estimates of - from our various

experiments, we obtain -E=140± 2 5ps for indium. This value is in

reasonable agreement with the !lOps reported by Hsiang and Clarke(1980),

and is very close to the 136ps inferred from Jillie's 7easurements of
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the quasiparticle diffusion length (Jillie 1976). (In making this

comparison we have used a value of the diffusion constant that is

consistent with our own work rather than his value.) It is somewhat

higher than the theoretical value of 95ps obtained by Kaplan, et

al. (1976).

5.2.3 The Development of Phase-slip Centers

Using the conventional electronics at Harvard, we have been able to

observe the time-domain development of phase-slip centers (PSC's). As

would be expected, our long one-dimensional indi um filaments show PSC's

on their DC I-V curves, except when heating effects obliterate them. We

have observed the development of these PSC's in time and have correlated

the steps seen in the time domain with those seen in the corresponding

I-V curves.

Figure 5-9 shows a typical example for sample 3A at (I- t)=O.006.

Its I-V curve is shown in (a) and the corresponding voltage waveforms at

various values of Ip/I are shown in (b). As can be seen in (b), the

voltage at t%100ns proceeds through four relatively clear step levels as

Ip/Ic increases. After the fourth step, the voltage level continues to

increase as the current ratio is increased.

lhese features correspond to the first four steps in the I-V curve.

Note that the first three steps in (a) are relatively short and that the

fourth step rises substantially further, as the current is increased,

before the jump to the fifth step occurs. These short steps give rise

to the relatively narrow voltage levels in (b), while the longer fourth
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step causes the wider range of voltages above the fourth step in (b).

If the values of Ip/I c in (b) are extended to slightly higher values

than those shown in the figure, a fifth step transition is indeed seen.

The figure also shows how each of these steps develops in time.

When the current level only slightly exceeds the critical current for a

given PSC, there is a long delay time before that PSC develops a voltage

drop. As the critical current of a given PSC is increasingly exceeded,

the delay time before it develops decreases.

Figure 5-10 shows a plot of the delay time versus Ip/Ic for the

four PSC's shown in Figure 5-9(b). For the purposes of this plot, the

delay time for each PSC has been defined as the elapsed time until the

voltage reaches a level about 10" of the way up from the previous

phase-slip center's voltage level. For the short delay times this

definition iv probably fairly dubious, but it is usefil for providing

qualitative insight into the longer delay times.

As can be seen from the plot, each PSC's delay time diverges at its

own Ic . Note that these critical currents agree quite well with those

that one would determine from the I-V curve. Furthermore, the delay

time curves for the second, third and fourth PSC's are fairly accurate

translations, along the Ip/Ic axis, of the curve for the first PSC.

Since the axis is a log scale, this means that each curve is just a

simple td versus Ip/Ic curve normalized to the appropriate I- for each

PSC. This is demonstrated in Figure 5-11, which shows the delay time

for each PSC plotted against Ip 1
/c, where is its effective critical

current. The solid line is the theoretically generated tjl p,' 1) for

I m~mmm um mm0,
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the first PSC ( -E=148ps). As can be clearly seen, the higher PSC's all

fairly accurately follow the theory for a simple uniform strip, at least

for these relatively long times.

It therefore appears that a very simple model can be used to

explain these results. Namely, that each PSC can be thought of as an

independent, uniform one-dimensional strip with its own Ic .  When the

current through the microbridge exceeds the Ic of a given PSC strip,

that strip develops its normal state voltage after a delay time that, is

given by our theories in the previous chapter. Clearly, this model is

not in any sense exact, since the effective critical currents of the

PSC's depend on the quasiparticle currents from previous PSC's (Aponte,

1982) and, hence, are not constant in time. Nevertheless, the model

clearly gives good results for these fairly long delay times.

We have also observed what appears to be thermal hotspot growth in

some of our more hysteretic microbridges. This appears in the waveforms

as a linear increase in voltage with time. We have inferred from these

waveforms a growth rate of .25,000cm/sec which seems to be reasonable

(Cherry and Gittleman, 1960). Any detailed comparison with theory is

very difficult, however, because of the nonequilibrim processes

involved.

To the best of our knowledge, this is the first reported

observation of the time-domain development of PSC's and the growth of

thermal hotspots in truly one-dimensional microbridges such as ours. WMe

have observed these effects both in indium and in the dirty aluminum

nicrobridges that are discussed in the next section.
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5.3 Aluminum Microbridges

We made some measurements on . few dirty aluminum microbridges in

the initial stages of our experimentation. These were fabricated using

the techniques described in Section 2.2.3. The dirty aluminum used had
0

a Tc of %1.54K and a mean free path of %40A. As mentioned in Chapter 2,

these strips were wider than rIGL(T) in the useful temperature range,

but were narrower than X(T), the magnetic field penetration depth. We

found that the Ic(T) of these strips did not follow the Ginzburg-Landau

form at all. In fact, it varied aoproximately as (1-T/T C)09. This is

probably because the granularity of the films causes their critical

currents to be determined mostly by the inter-grain coupling strength.

As a result, our simple theories cannot be expected to apply to these

strips.

Ievertheless, we did carry out some experiments on the

microbridges, partly to gain experience and understanding in making the

measurements, and partly to determine what the transient response of

these strips would be. Two examples of the waveforms obtained were

shown in Figure 2-10.

As can be seen from that figure, there is a current-dependent delay

before the development of voltage. Figure 5-12 shows a plot of this

delay time (defined as in Section 5.2.2) as a function of (Ip/Ic-1) for

the same strip at four different temperatures. Since this data does

resemble our theory, we have included a theoretical fit (continuous

line) for each reduced temperature. The value of -. needed for each of
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these curves is indicated in the figure. The average of these values is

2.4±0.8ns, which is consistent with the work of Chi and Clarke (1979).

N4ote, however, that little significance should be placed on this number,

since the spread in values for E is an indication of the

inapplicability of our theory.

We also tested a dirtier aluminum strip made by W. C. Danchi for

other purposes. It had a Tc of %1.84K, and had a more

Ginzburg-Landau-like I c(T) that varied as (1-T/Tc)' 3 . It yielded a

value of 1.15±0.25ns for 7E, which is also consistent with the work of

Chi and Clarke.

The time-domain development of PSC's was also observed in these

aluminum micorbridges. Figure 5-13 shows an example of this. These

waveforms were taken at a temperature slightly above the T, of the

weakest part of the strip. The rest of the strip was, however,

superconducting. Hence, the curves are parameterized by P/L., where 1.

is the critical current of the first PSC in the rest of the strip. The
step at Ip /I=1.0 is due to the part of the strip that is still normal.

The waveforms at this temperature are displayed because they clearly

show the time-domain development of several PSC's. At lower

temperatures, the strips become hysteretic and thermal hot-spot growth

tends to make the development of the PSC's less distinct.

Although our measurements on these dirty aluminum strips show

qualitatively all of the effects that would be expected, it would have

been necessary to use less dirty aluminum to obtain the more

Ginzburg-Landau-like behavior required for cur theories. 3ut, since we
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were limited to T>1.3K, and since Wolter, et al. (1981) have already

made many measurements on clean aluminum, we chose, instead, to

concentrate most of our efforts on measuring the properties of the

indium microbridges reported earlier in this chapter.
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CHAPTER VI

POSSIBLE FUTURE EXPERIMENTS

6.1 Introduction

During the course of this work we identified two interesting

variations on our original experiment. These are presented here as

possible future extensions of the present work.

The next section describes the first variation, which involves

observing the destruction of superconductivity due to a pulsed magnetic

field. In the second experiment, which is discussed ir Section 6.3, a

burst of RF current, rather than a DC current pulse, is applied to a

superconducting microbridge.

6.2 Destruction of Superconductivity by a Pulsed Macnetic Field

Just as superconductivity can be destroyed by excess current, it

can also be destroyed by a nagnetic field in excess of its critical

magnetic field. An interesting experiment, which, to the best of our

knowledge, has never been done, would be to observe the time required

for the superconductivity of an effectively one-dimensional filament to

be suppressed by the sudden application of a magnetic field. An

experimental arrangement for such a measurement is shown in Figure 6-1.

The suggested arrangement uses the magnetic field in a

superconducting stripline. This magnetic field can be quite well
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characterized, is perpendicular to the direction of stripline current

flow and is simply proportional to the magnitude of the current.

Furthermore the rise-time of the field is the same as that of the

current that produces it, which can be made very short. The

one-dimensional filament would be fabricated through the stripline,

perpendicular to it, so that, ideally, direct inductive coupling would

be eliminated. The superconducting or normal nature of the microbridge

could be observed by passing a small DC bias current through it and

observing the voltage.

There seem to be two primary difficulties in this experiment.

First, the parallel critical magnetic field of such filaments increases

inversely with their thickness or width, whichever is smaller. This

means that relatively large fields must be used, and, hence, relatively

large currents in the stripline. Furthermore, the stripline materials

must be chosen to withstand these currents and magnetic fields. Second,

the large fields mean that substantial inductive pick-up could be

expected, even on nearly ideally fabricated samples. Techniques would

need to be developed to subtract this background from the desired

signal.

We have done only a small amount of theoretical work on this

problem. As a result we do not know whether the transient phenomena of

this experiment would be expected to be significantly different from

those of our current pulse experiments. It seems possible that there

might be observable differences, however, since the theoretical analysis

of this experiment within the SST framework would necessarily proceed

rather differently than that of our experiment. Particularly, a
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different gauge choice must be made, and various gradient terms must be

taken into account. It would be interesting to complete a theoretical

analysis of this problem to determine the ways in which it might be

expected to differ from our present experiment.

6.3 Destruction of Superconductivity by a Burst of RF Current

A time-domain study of the response of a superconducting

microbridge to an RF current pulse would be interesting for several

reasons. Since sufficient RF current can destroy superconductivity, one

could measure the time required to do so and compare it with theory.

This should be an effective test for the effect of the diffusion terms

that depend on QQ in the SST equations. Furthermore, by varying the

frequency of the RF, one could probably gain insight into the time

constants of the various regimes. It might also provide additional

insight into the causes of gap and critical current enhancement due to

microwaves (Mooij 1981). Additional information might be provided for

this last purpose by studying the results of combining DC with the RF

burst.

This experiment could be done in a manner very similar to our

present experiment; the difference being that the DC pulse generator

would be replaced by an RF burst generator. If the RF were synchronous,

one could observe the effect of each cycle using a sampling

oscilloscope; while if the RF were asynchronous, nne could measure the

behavior averaged over all phases. Either of these measurenents would

probably be interesting.
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Since this experiment involves only current through a strip, we

were able to use our exact computer program (see Appendix B) with only a

few minor modifications to determine some theoretically expected

results. Figure 6-2 shows the result when a 7GHz current burst with a

peak amplitude of 4.5 times the critical current is imposed on a

relatively clean indium strip. The applied current waveform is shown in

6-2(a), the voltage waveform in 6-2(b) and the corresponding value of

the energy gap in 6-2(c). Note that the voltage waveform develops a

very complicated structure and that the gap undergoes its undulations

every half cycle, i.e., at twice the applied frequency. These features

are typical of all of the cases we have investigated. We have also

found that in at least one case the delay time until the strip goes

normal increases significantly as the material is made dirtier and in

all cases it is much longer than it would have been for an equivalent DC

pulse. Based on our preliminary studies, this experiment seems to yield

very interesting results and probably deserves further study.
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CHAPTER VII

SUMMARY AND CONCLUSION

In the previous chapters we have discussed the various aspects of

our time-resolved measurements of the voltage waveforms on

one-dimensional superconducting strips caused by current pulses in

excess of their critical currents. In this chapter we summarize our

work and our conclusions.

The experiments were carried out in two ways: using conventional

electronics in the laboratory at Harvard and using a superconducting

sampler circuit and pulse generator in a collaboration with IBM. The

Harvard experiments involved the construction of several pulse

generators and the use of high frequency sampling electronics, all of

which has been described in detail. The experiments at IBM used the

Josephson computer technology to place the pulse generator, microbridge

and sampler all on the same ground plane. This was found to result in a

great reduction in extraneous signals and should be a useful technique

for many other experiments. This is the first known use of this

superconGccting circuitry for a nonequilibrium superconductivity

experiment. In both types of experiments, the microbridges were

fabricated by projection photolithograpny using a s.all

photolithographic facility that we helped to develop at Harvard.

The data we have taken using these methods include the first known

observations of the kinetic inductance spike, the non-zero minimum
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voltage, and the time-domain development of phase slip centers. These

measurements were made on indium microbridges and represent an important

extension of the work of Pals and Wolter (1979) to a higher critical

temperature material. In addition, we have measured the delay time

between the application of the current pulse and the development of the

first phase slip center in these bridges and have fit this data with the

predictions of the SST theory (Schmid, Schfn and Tinkham 1980) to obtain

an estimate of 140 picoseconds for " in indium. This estimate is in

good agreement with the values obtained by other workers. We have also

measured the delay times until the appearance of the higher phase slip

centers and have shown that they are consistent with a simple model in

which each phase slip center is treated as an independent ideal strip

with its own effective critical current. In addition, we have made a

few measurements on dirty aluminum strips which also show the

time-domain development of phase slip centers.

We have compared the data with the nonequilibrium superconductivity

theory of SST wherever possible. To do this, we have developed a

computer program that numerically solves the SST equations exactly in

the one-dimensional, uniform strip approximation. From these numerical

solutions we have found that, for the most part, the theory is in good

agreement with the data. This agreement is best for the longer delay

times and for the magnitude of the minimum voltage, but is only

qualitative for the time scales below .200ps that were observable with

the IBM setup. We have suggested several explanations for these

discrepancies, but do not know which, if any, is correct. We have also

used this exact solution to test the validity of several simDler
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approximations, including Tinkham's phenomenological approach, which we

have used to provide an intuitive understanding of the physics involved

in this experiment.

is
Although thfsAnot an "easy" experiment, it does seem to be a fairly

accurate way of obtaining an estimate of TE which is nearly independent

of the other parameters of the material. As a result, it would probably

be both useful and interesting to apply this technique to a variety of

other superconductors.
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APPENDIX A

TUNNEL DIODE-BASED PULSE GENERATOR

As discussed in Chapter 2, the later experiments at Harvard

required a shorter rise-time pulse generator. We designed and built a

tunnel diode-based pulse generator to meet this requirement. Its

notable features include an adjustable baseline for the pulses, self

adjustment of the current bias on the tunnel diode and a circuit that

can measure the critical current of the strip during the time between

the pulses. This last measurement provides an output voltage

proportional to the current at which the sample voltage exceeds a small

preset value. It is combined with the source pulse height in an analog

divider that provides a direct output of the ratio -1p/Ic . The pulse

generator can also be switched out of the pulse mode into a DC I-V mode

with load line compensation.

A block diagram of the pulse generator is shown in Figure A-l(a).

The circuitry is all solid state, consisting of 41 integrated circuits,

one module and various discrete components. It is constructed on two

6"x6" double-sided printed circuit boards which we designed for this

purpose. One of the circuit boards contains the digital timing logic

(18) and the other one contains all of the linear circuitry. These

boards are mounted in a sturdy aluminum box which provides shielding

between the boards and from ambient noise. They consume about 7 watts

from an external ±5, +12 and !±15 volt power supply. Switches SI, S2, S4

and S5 are CMOS bilateral switches controlled by the timing logic (i3).
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All others are manual switches on the front of the box.

A timing diagram of the pulse generator is shown in Figure A-1(b).

It can be briefly described as follows: during A the baseline of the

pulse is present, at B a pretrigger is sent out to the oscilloscope and

C is the pulse during which the waveform observations are made (i.e., C

is the pulse with which the experiment is concerned). The source

voltage necessary to produce critical current is detemined during E,

while G and H are the baseline and pulse by which the tunnel diode bias

current is recalibrated. The baseline shown during A and G is usually

adjusted to zero, but is shown as non-zero in the Figure for clarity.

During D, F and I the output is off, and the sample equilibrates to the

bath temperature. Both parts of Figure A-i are referred to extensively

in the following explanation of the circuit.

The central element of the pulse generator is the tunnel diode. We

have used a GE TD266A which has a peak current of QOmA, a valley

current of 14mA and undergoes a total forward voltage transition of

,.440mV. Its I-V curve is shown in Figure A-2. Since its internal

capacitance is only 6pf, it can in principle make its transition in

t= CAV/I-22ps. In our circuit the output pulse has a rise-time of

%300ps. We believe this slowness is due to inductance and stray

capacitance. Refering to the timing diagram, the tunnel diode is in its

high voltage state during C and H.

The voltage relative to which the tunnel diode operates is set by a

very high frequency, low impedance buffer (1). Thus, the effective

source voltage, Vs, equals Vbuffer+VTD(time). Hence, Vsbaseline
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buffer+VTDpeakVbuffer+ .25V and VS pulse -Vbuffer+
,69V.  This source

voltage is applied to the output through a 50a resistor so that the

pulse generator will properly terminate any signals that are reflected

back up the transmission line. As a result, the output voltage equals

.5xVsource and the step voltage output into 50Q is %220mV. Since

Vbuffer is variable, the baseline can be adjusted to any desired

voltage. RI, which is on the front panel, allows it to be adjusted

between ±IV.

The source of the buffer voltage is determined by switches SI and

S3. During the pulse times AC and GH, the voltage is taken from the

integrator (2) that holds the baseline voltage. During the critical

current measurement time, E, it comes from the ramp (5). It is set to

zero voltage during the off times, D, F and I. When the front panel

switch S3 is set for I-V mode, Si remains connected to S3 all the time

and the voltage that drives the buffer comes from the "slow" sawtooth

generator (6) or from the baseline control.

The bias current for the tunnel diode is supplied by a voltage

controlled current source (3). This current source is connected through

a small inductance, as are all of the other contacts to the tunnel

diode, except the output, so that it will present a high impedance to

the transient of the tunnel diode. During the times when The tunnel

diode is used (AC and GH), S2 is set so that the voltage controlling the

current source comes from the tunnel diode bias level (4). While the

circuit is idling, during D, F and I, switch S2 is turned off, so that

no current flows. It is set to a fixed bias level that results in %10rA

during E, when the critical current is being determined, so that the
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buffer (1) does not need to source current (since it is an emitter

follower intended to sink the current from (3)). This lOmA level is

also applied when the I-V mode is being used.

To work properly, the tunnel diode must be biased with a current

that is just slightly below its switching level. Since this level

depends on temperature, load and baseline, it is very desirable to make

the circuit self-adjusting. To accomplish this, the control ioltage

that determines the tunnel diode bias current during AC, which is stored

on a capacitor in (4), is readjusted each cycle by the following

process. During D this voltage is decreased slightly so that the tunnel

diode will be biased below its peak when this voltage is applied to the

current source (3) during G. (G is about lus long so that all of the

transients associated with initiating the baseline have time to die

away.) At the end of G, (4) begins to ramp up the control voltage (and

hence the bias current) and continues to do so until the comparator (7)

detects that the tunnel diode has switched. it immediately stops

ramping and holds a control voltage very slightly below that at which

the tunnel diode switched. This new bias current control voltage is

then used for the next experimental pulse, AC.

Since the tunnel diode is biased just below threshold, it needs a

small push to cause it to switch the desired time. -hIs is

accomplished by weakly coupling the output of an ECL gate ',Ins

rise-time) into the buffer amplifier (1). Since the sampling plug-in

used to observe the signal requires a trigger before t:e signal arrives,

the timing logic (18) provides one at time B, about 2COns aojjstable by

a tr~mpot) before the tunnel Jiode is triggered.
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The desired baseline voltage is set by the front panel

potentiometer R1 or by an external control voltage, depending on the

setting of switch S6. The feedback circuit [(8),S4,C1,S5,(2)] causes

the output baseline to follow the control voltage. The amplifier (8)

detects the difference between the actual Vbaseline and the desired

Vbaseline* During A it places a voltage on C1 (through S4) proportional

to this difference. During D the charge on C1 is transferred through S5

into the integrator (2), thus creating a new voltage for the buffer I)

to use during GH, when the bias current is adjusted, and during the next

AC. The integrator (2) integrates up or down, a little each cycle,

until V i n at which point no more charge isuni baseline,out' baseline,in

transferred through C1. It then maintains the baseline voltage at that

level.

The source voltage necessary to exceed critical current is

determined during E. As mentioned above, the current source (3) is set

to a small fixed bias current and the input to the buffer (1) comes from

(5). Inside of (5) there is a capacitor that holds the voltage that is

sent to the buffer. During E this voltage is ramped up until the

comparator (13) (which monitors the voltage coming back from the sample)

detects that the microbridge has begun to go normal. This signal from

the comparator initiates time period F, during which (1) and (3) are in

the idle state and the capacitor in (5) is ramped back down for a fixed

period of time at the same rate at which it was ramped up, so that it

will be ready for the next cycle. Both the ramp rate and duration are

aajustable by means of trimpots.



137

The high speed track and hold (9), an Analog Devices module, is

used to acquire the source voltage at which critical current is reached.

During E it is set in the "track" mode, and its output follows the

source voltage. The instant the threshold is detected, the track and

hold is switched to "hold" and its output is held at that value of the

source voltage at which critical current was reached. Since the high

speed track and hold has a large "droop" rate (i.e., the stored charge

that defines the output voltage leaks away fairly quickly) its output is

immediately sampled and held by (11), a lower speed, low droop rate

sample and hold circuit, the output of which can be monitored

externally.

The magnitude of the source voltage pulse is obtained similarly. A

few hundred nanoseconds after C begins, the source voltage is again held

in (9). This time the output of (9) is sampled and held by (10), a

circuit that is identical to (11). Its output can also be externally

monitored. The outputs of (10) and (11) are fed into an analog divider

(12), which is set up so that its output is exactly -Vpulse/Vic in

volts, which is equal to -I p/I C in volts. A six position calibration

switch is provided on the front panel to facilitate the adjustment of

the various trimpots that ensure the accuracy of the divider. Most of

the inaccuracies in the ratio come from errors in detetmining VC

because of the difficulty of setting the comparator (13) threshold,

especially for very low resistance samples.

One other aspect of the circuitry ,when the pulse moae is in use is

that integrator (14) adjusts the DC offset of the wideband amplifier (a

B&H Electronics type DC3002-AL). This is done during time period D
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(i.e., when no voltage is being generated) and causes the DC output

voltage of the amplifier to equal the voltage set on R4, a front panel

control. In this way any thermal drift in the output of the amplifier

is eliminated. When the I-V mode is used, the integrator (14) cannot be

used, and is bypassed by switch S3b.

When S3 is set to the I-V mode, the tunnel diode voltage is nearly

zero and the output voltage is determined by the buffer (1). The input

voltage of the buffer comes from either the "slow" sawtooth generator

(6) or the baseline voltage, depending on the setting of S8, which is on

the front panel. When S8 is set to the baseline, the voAtage can either

be externally controlled or be manually set by RI. When the sawtooth

generator (6) is used, its repetition rate can be varied from .7kHz to

%.O0lHz using R2 and a fast/slow range switch.

Since the sample is located between two terninated 50a transmission

lines, it sees an effective 251 load line. Circuits (15),(16) and (17)

are used to correct for this load line: they put out signals

proportional to the true I and V of the sample. The output of the

wideband amplifier is buffered by (15), which has a very high input

impedance. Its output is equal to the sample voltage multiplied by Awb,

the gain of the wideband amplifier, and it is put out as "1V" on the

front panel. The actual current through the sample is given byI - V
sample Vsourcex D/50 - Vsample/2 5

0 x (V 12 . (bsAnll~2(~SDxrsource -wkbVsample)X2/(AwbD',)/5OQ,
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where D is the numeric attenuation (not in decibels). Therefore, to

obtain an output signal proportional to the current, the variable gain

amplifier (16) amplifies AwbVsample (-"V") by 2/(AwbO) and the result is

subtracted from Vsource in (17). Thus, the voltage that is put out of

(17) is equal to IsampleX 50a/D. The amplification of (16), A16 , is set

by R3, which is labelled "G" and varies from 0 to 10. This "G" equals

10/A 16 and should therefore be set to G-SxAibD for proper accounting of

the load line. Figure A-3 shows a plot of the proper G vs Attenuation

for the wide band amplifier used. Note that this Figure is valid only

when the output of the amplifier is properly terminated in 50a since its

unterminated gain is about a factor of two higher than its terminated

gain.
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APPENDIX B

NUMERICAL SOLUTION OF SST EQUATIONS

B.1 The Equations

As discussed in Chapter 4, we have written a computer program that

numerically solves the partial differential equations of Schnid, Schdn

and Tinkham (1980), as applied to our particular experiment. In this

Appendix we specify in more detail the equations and approach we have

used in the numerical solution, and provide a listing of the actual

program.

In our usual approximation of an infinitely long one-dimensional

strip that is completely uniform along its length, the SST equations are

as given in Eq. (4-22). These equations are only valid for dirty

superconductors close to Tc, i.e., z/-<<5.5 and (I- -)<<'. They are

repeated here for convenience:
* NI'; f R ;f

f + ED'NR 2  - (B-la)

(1- -q) ~ GL# + R Sf de (B-1b)

M~ d:'- 4 -v- R, NRf dE -c3Jq~ j JE -t' J -

where -=E/A 0 is the reduced energy, )-/A o  is the reduced gap,

q= -,(T)Q/h is a renormalized superfluid momentum, f-fth + f is the

quasi-particle distribution function, and J'I/Ic is the reduced critical

current. The generalized densities of states, '1i, N2, R2 and 'i, and the

other quantities will be defined below.
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Since the densities of states are very sharply peaked at - = , it

is necessary to choose a new energy variable which will in effect spread

out the peaks and make it easier to discretize the energy. The variable

change we have used is

C . (ell + 1 + 470E) (B-2)

where is the new energy variable and YO= Fo/A o  is the rescaled

initial pair breaking potential. The exponent, n, is chosen to be the

closest odd integer to -ln( yo), as this was found to give

well-spread-out peaks. Thus, E varies from 0 to - as z varies from

--I. to -, and the slowest variation of C with - occurs at - =, when

- =0. In practice, n is usually 3 or 5 and the energy is only taken out

to £=100, in which case -1<E<4±1.

In making this change of variables, the changes in the differential

and in the derivatives are given by

d- (nE
n - I + 4-. )dE (3-3a)'0

cf* ' f 3 f: (ni + 4- )
071 0 (B-3b)

+ (B-3c)
t! = +=-. E+ 0

?ugging these into (B-I), changing the time scale to 7E' taking into

account the load line and solving for the derivatives gives

"f" - )f f ) - D'N2 R2q;

(n N,(n i +,) 0

Oe Nf~ ~- 1 0)f],3-4a)
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E= [ i- 2-q ) - n +4YR 5f (B-4b)

j _ .2 q + a'En1+4-o)N2P
TE 3¢,0+T-3 J-d u~-14 ° f

q T a q R-I (B-4c)

1-2 |de(M-1)( T +  4 ) +

-I source

These are the equations as actually used in the program. The

material parameters that are entered into the program are Tc, --o'

'E and 1-t-, which are the critical temperature, the BCS coherence

length, the mean free path, the electron-phonon collision time and I

minus the reduced temperature, respectively. The rest of the quantities

in the equations are defined as follows:

the generalized densities of states

N Re( (3-5aN1  v(E4,#+iy/,J)Z - i (B-5a)

N2 - Re - (B-5b)

R2  ) I= (B-5c)

M = N 2  -R2
2  (B-Sd)

the reduced pair breaking potential

+ D' 2 (B-Se)
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the equilibrium reduced pair breaking potential

YO - 27E "0 (B-5f)

the renormalized diffusion constant

- 2 - (B-Sg)

the diffusion constant

1. 764 k

3h c 0 (B-5h)

the Ginzburg-Landau coherence length (the radical on the right is an

approximation to the Gor'kov x function; it makes this expression

accurate to within 0.5% for all values of z/:o)

(T) 739 o 16 + .S82,0/T

(T +.882Z' 0 T 6 + .7521" (B-5i)

the equilibrium energy gap

A -kT 3.07 kT *- (B-5j)

the Ginzburg-Landau relaxation time

C.L 8kT(l-t) (B-Sk)

the current relaxation time

Tj m(S-51)

In solving equations (8-4), ; and are evaluated first, and then

all of the ;f(t ) are calculated in terms of these new values of and

q. After the derivatives are all calculated, a :t is deternined based
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on stability considerations and on the maximum permitted fractional

increment of all of the quantities. Then new values for -, q and all

the 6f( E) are calculated (e.g., , (t+it)- I(t)+dt 1(t)). The energy

variable, E, is discretized into a number of evenly spaced energy

values, where the number can be varied up to 500. We usually used 50

values, as that was found to yield good results without taking an

unreasonable amount of computer time. It was found that in order to

ensure stability, the energy derivative .. must be discretized using

both the forward and backward differences, which are 6f(I+E) -

and f respectively. The forward difference is used

for those terms in the coefficient of li-- that are positive, and the

negative difference is used for those that are negative.

Section 2 is a listing of the computer program, which is written in

FORTRAN.

B.2 Program Listing

C DELAY TIME PROGRAM--BASED ON S-S EQUATIONS. IBM TEMP SCAN VER 11.0
C G IS THE REDUCED GAP AS A FUNCTION OF TIME
C Q IS THE RENORMALIZED SUPERFLUID MOMENTUM
C DF IS THE NONEQ CHANGE IN THE QP DISTRIBUTION FUNCTION
C DFDT IS THE TIME DERIVATIVE OF DF
C A(1) AND B(I) ARE THE COEFFICIENTS OF DGDT AND DQDT IN Eq B-4(a)

REAL K,IC,ICO,IS,IP,IPO,KT,N1,N2,N2R2,M, ,MFP
LOGICAL RISING
IMPLICIT COMPLEX(C)
DIMENSION DF(500),DFDT(500),A(500),B(500),TRA(IO)
DIMENSION DERDE(500),EP(500)
DATA BETA,K,HBAR, PI/ .106, .086170837, .0006582183,3.14159365/

C FUNCTION DEFINITIONS
CNR1(X,Y)i-CPLX(X,Y)/CSQRT(CMPLX(X,Y)**2-1.)
CnR2(X,Y)-CMPLX(0,1. )/CSQRT(CMPLX(X,Y)**2-.)
E(I )-EL+I*DE

C INPUT
TYPE *, TIME DELAY PROGRAtM, FIXED PULSE, TEMP SCAN,
i," VERSION 0.0-
TYPE *,' ENTER STEP CURRENT, ICO, RISE TIME(NS) AND LOAD LINE-
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ACCEPT *,IS,ICO,RT,RLI
TYPE *,- ENTER NO. ENERGY BINS, %AX FRAC INCR,-
1 -, MAX FRAC OF STAB TLXE-
ACCEPT *,NE,FI,FST
TYPE *',- FOR OUTPUT, ENTER MAX COUNT, MAX FRAC CHANGE, -,
1 - MAX INCR, AND FIRST UNIT NUMBER-
ACCEPT *,MC,FC,FINC,LU
TYPE *,' ENTER Tc(DEG), XSIO(um), M FREE PATH(tm), TAU E(ns)'
ACCEPT *,TC,XSIO,M4JP,TE
TYPE *,"ENTER TEN (1-t)"s'
ACCEPT *,TRA

C SETUP VARIABLES
PAUSE 'INSERT DATA DISK'
LU-LU-1
RT-RT/TE !NCRMALLZE THE RISE-TME
DTTII0. /RT

ICNT-1
COTO2

1 ICNT-ICNT+l
IF(ICNT.GT.10) STOP

2 TR-TRA(ICNT) !TR IS I-T/Tc
IP(TR.EQ.O.) STOP
LU-LU+l LU IS THE FILE # DATA WILL BE WRITTEN ON
OPEN(UNIT-LU, FORM-UNFOMATTED- ,ACCESS- SEQTENTIAL ,TYPE--NEW,
1 DISP--SAVE-)
DO 10 Iinl,NE
DF (I) -0.
DFDT(I)-O.
A(I)nO.

10 BCI)'.O.
T-0.
MUMC
DQDTO-1.
NE41-NE-1
KTK*TC*(1.-TR) KT IS icT IN mieV
DOR-SQRT(TR/BETA) !DOR IS GAP/K!
DO-DOR*KT EQUILIB GAP IN tneV
TJ-2.*RBAR/(PI*DO*DOR) 2CURRENT RELAJXATION TL'4E
TGL-PI*HBAR/(8.*KT*TR) 2G-L RELAXATION TIM
GM0OHBAR/2.*TE*DO) 2EQUILIB REDUCED PAIR BREAKING POT
GM-GMO*4.
XL.882*XSIO/XFP 2XIT IS G-L COHERENCE LENGTH
,XIT-.739*XSIO*SQRT(6.+XL)/((6.+XL/1.173)*C1.+XL)*Il))
DHBAR-. 1592*TC*MFP*XSIO 2DIFFUSION CONS! TMES H{BAR
DP-DHBAR/(XIT*XKIT*DO) 2RENORM DIFFUSION CONS!
TYPE 1.2

12 FORMAT4X-T,7%,(KT GAP/KT GAP GANmA
1 7X,-TJ TGL D" XSI(T)')
TYPE 14, TR,KT,DOR,DO,GMO,TJ,TGL,DP,XIT

14 FORMAT(lX,8F9.5,FlO.5/)
IC-ICO*(TR**1.5) 2CRITICAL CURRENT AT TR
RIIS/IC I RATIO OF Istep/Ic
IPOinRI*2./SQRT(27.)
RtUI .4+C



147

RL1. /RU
RNL-l./RLN RNL-RNIRSOURCE, BLN-RSOURCE/ RN

U1-TE/TGL
U2-8.*DO*kTJ/flBAR
U3-(TE/TJ)
DQEN-D-.U3*IPO/Cl.+RNL) !DQDT WHEN STRIP IS NORMAL

DQI-.FINC*DQEND

C SETUP ENERGY FUNC ENERGY-GAP*(E**N+1+GM*E), E IS EPSILON

Na.1+2*INiT(-. 5*ALOG(2.*GMO)) ! EXPONENT n
EL-I.
Dm1.
DO 18 1-1,25
D'.D/2. IDETERMINE MIN VALUE OF E,

IF(EL**N+1I+C,*EL) 16,19,17 I AT WHICH, ENERGYO0.

16 EL-EL+D
GOTO 18

17 EL-EL-D
18 CONTINUE
19 ZmlOO.**(l./N)

EHEZ -Z*Z*Q4/ (N*1OO.+QI*Z) !MAX VALUE OF E

DE-(EK-EL)/NEM1 I DELTA E

DE2-2.*DE
DEH-.5*DE
EL-EL-DE
DO 20 I-1,NE
EP(I)-In.+E(I)**N +GM*ECI) IEP IS ENERGY/GAP

20 DERDE(I)-N*E(I)**(N-1) + GM I DERIV OF EP WRT E

DQDT-O.
DGDTL-O.
DGDT-O.

C FIND INITIAL VALUE FOR G AND Q
Q-0.
G-1.
TYPE *,N,FEL,EH,DE,'IC=',IC,' J/JC-',RI, 'dQdtf-,DQEnD

TYPE *
TYPE *( T V G DGDT
11 51 J2 DT GAKMA/G'

WRITE(LU) TR,TC,IS,ICO,RI,XSIO,DHBAR,TE,DQEND

C BEGIN EQUATION SOLUTION. TINE LOOP

100 SlinO. !INTEGRAL IN B-4(b)

S2-n0. IINTEGRAL IN NUMERATOR OF B-4 Cc)
S3-0. IINTEGRAL IN DENOM OF 3- 4 (c)

AMX-DEH
CM4PP-(GMO+. 5*DP*Q*Q)/G IPAIR BREAKING POT / G
DO 2OO I-1,NE !ENERGY LOOP FOR INTEGRALS
EAEP(I)
N1-ABS(REAL(CNR1C(EA,GMPP)))
CD-CNR2 (EA, GMPP)
N2-ABS(REAL(CD))
R2-An4AG(CD)
DEDE-DERDE(I)
DFTH-DFTHDE(G,DEDE, EA,DOR)
N2R2-N2*R2
MT.Nl*N1+RZI*R2
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rF(I.EQ.1)GOTO 110 !SET UP DERIVATIVES WRT E
IF(I.EQ.NE)GOTO 120
DDFDEF-(DF(I+1)-DF(I) )IDE
DDFDEB-(DF(I)-DF(I- ) )/DE
GOTO 130

110 DDFDEF-(DF(2)-DF(l))/DE
DDFDEB-DDFDEF
GOTO 130

120 DDFDEF-(DF(NE)-DF(NE-1) ) DE
DDE DEB-DDFDEF

130 S1-S1+DE*DEDE*R2*DF(1) !SUM UP INTEGRALS
S2-S2+DE*DEDE*N2R2*DF( I)
S3-S3+DE*(MT-1. )*(DDFDEF+OFTH)
DENOM-N1*G*DEDE
Bl1DP*N2R2*Q
AMX-AMAX1(AMX, (ABS(DGDT)*(R24N1*EA)+ABS(DQDT*Bl) )/DENOM)
IF(DQDT*Q.GE.O.) GOTO 140 !EVAL A(I) AND B(I)
B(I )mBl*(DDFDEE+DFTH) /DENGI4
COTO 150

140 3(1 )iBl*(DDFDEF+DFTH) /DENOM
150 IF(DGDT.LE.0.) GOTO 160

A(I )-(R2*DDFDE3B.Nl*EA*DDFDEF4ER2*DFTH) /DENOM
GOTO 200

160 A(I)-(R2*DDFDEF=Nl*EA*DDFDEB+RL2*DFTH) /DENOM
200 CONTINUE ! END OF ENERGY LOOP
C DETERMINE NEW DERIVATIVES

DQDT-U3*(G*G*Q-IP0*AMlNl(l. ,T/RT)-Q*G*U'2*S2)/(2.*S3-l.-RNL)
DGDYrmU*(G*(1 .- G*G..4* )-G*2.*Sl/TR)
OF F-0.
DO 220 I-1,NE !FIND DERIVATIVES OF THE DISTR. FXZC
DFDOT--DF(I) - A(I)*DGDT + B(I)*DQDT
DFDT( I)-DFDOT
DFM-AMAX1(.OOO01,ABS(DF(I)))

220 DFF-A.'IAX1(DFF,ABS(DFDOT/DF4i))
OTT-. 01
IF(T.LT.RT) DTT-DTTI
DQQ-DQDT/AMAX1 (Q, .001)
DGG-ABS(DGDT/G) D T IS THE NEW DELTA TIME

260 DT-INIFST*DE/AIIX,FI/AM1DQQ,DGG,DFF,DTT))
C INCREMENT TIME

T-T+DT
G.WG+DT*DGDT
Q-Q+DT*DQDT
Do 300 I-2,NE

300 DF(I)mDF(I) +DT*DFDT(I)
C OUTPUT

IF(DQDT.GE.DQU.OR.DQDT.LE.DQL) GOTO 302
I7(RISING.AND.DQDT.LT.DQDTt) GOTO 302
IF( .NOT.RISING.AND.DQDT.GT.DQDTh) GOTO 302
IF(H.LT.MC) GOTO 303

302 DQDTN*DQDT/DQEND
S2--SQRT(27. )*4.*TJ*DO*Q*G*S2/HBAR
TYPE 3O1,T,DQDTN,G,DGD-,Q,SL,S2,DT,G,\P-

301 FORMAT(X,5F.,2Gll3,EIO.2,F10.5)
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WRITE(LU) T,DQDTN,G,DGDT,Q,S2,GMPP
140
DQUinA2INDQDT+DQI,AMAx1(1 .E-5,DQDT)*RU)
DQL-uAZ(AXI (DQDT-DQI , AMAXi(1 E-5 ,DQDT) *RL)

303 xmf+l
RISING-.TRJE.
IP(DQIYE.LT.DQDTL) RISING-.FALSE.
DQDTL-DCQDT

C CHECK FOR END OF TT14E
IF(DQDT.LT. -.01) GOTO 305
IF(G.GT.2.) GOTO 305
IF(G.GT..O1) GOTO 100 !IF NOT END, GO TO 100

C END OF TIME LOOP
305 DQDTN-DQDT/DQEND

S2-SQRT(27.)*4*TJ*DO*Q*G*S2/HBAR
TYPE 301,T,DQDTN-,G,DGDT,Q,SI,S2,DT,GM'PP
WRITE(LU) T,DQDTN,G,DGDT,Q,S2,GMPP
CLOSE(UNIT-LU)
GOTOL I GO DO NEXT TE(PERATURE
END

C
C THIS FUNCTION CALCULATES THE DERIVATIVE OF FERMI FUNC WRT E
C

FUNCTION DETHDE(G,DEDE, EA,DOR)
E-G*DOR*EA
IF(E.GT.50.) GOTO 10
Y-EXP(E)
DFTHDE-(~G*OOR*DEDE/ (Y+1. ))*(y/ (Y+1.))
RETURN

10 DFTIIDE-O.
RETURN
END
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